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About This Guide

The purpose of this document is to provide the user with information on
how to use this IPFX product.



Typographical Conventions

Before you start using this guide, it is important to understand the terms
and typographical conventions used in the documentation.

The following kinds of formatting in the text identify special information.

Formatting
convention

Triangular Bullet(d)
Special Bold
Emphasis

CAPITALS

KEY+KEY

QO

Type of Information

Step-by-step procedures. You can follow these
instructions to complete a specific task.

Items you must select, such as menu options,
command buttons, or items in a list.

Use to emphasize the importance of a point or for
variable expressions such as parameters.

Names of keys on the keyboard. for example,
SHIFT, CTRL, or ALT.

Key combinations for which the user must press
and hold down one key and then press another, for
example, CTRL+P, or ALT+F4.

Information that applies to the IPFX Director
platform only.

Information that applies to the IPFX for
CallManager platform only.

Information that applies to the IPFX for NEC
platform only.
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Related Documents

The following documents contain additional information related to the
IPFX Failover Server:

» The IPFX Technical Manual contains information about setting up
and installing an IPFX Server.

» The IPFX Failover Server White Paper contains information about
different types of failover and the methods and limitations of the
failover process.
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About the IPFX Failover Server

There are two types of Failover Server:
= A Warm Failover Server backs up voicemail in real-time, and backs
up call records and configuration data once per day.
= A Hot Failover Server backs up voicemail, call records and
configuration data in real-time.

Unless otherwise stated, the information in this document applies to both
types of Failover Server.



Role of the Failover Server
A Failover Server monitors the status of one or more live IPFX Servers.

The monitored IPFX Servers may exist at any location allowed by the
network topology. In the case of IPFX Director, the monitored servers
must exist reside within the same IP Subnet/Layer 2 VLAN as the
Failover Server. This restriction does not apply to IPFX for CallManager
and IPFX for NEC Servers.

If a monitored IPFX Server (hereafter referred to the Primary Server fails,
the Failover Server takes over the Primary Server's role. The Failover
Server can only stand in for one IPFX Server at a time.

For the purpose of failover, an IPFX server is considered to have failed if
it can no longer respond to ping requests over the network. This situation
can arise from power interruptions, network card failures, or other
network-related problems.

Note: If telephony applications cease to run on a particular Primary
Server, but that Server remains responsive to ping requests, then the
Failover Server will not recognize that the Primary Server is unavailable
and will not take over from it.

About the IPFX Failover Server




Installation

To install a server as a Failover Server, follow the installation process
described in the IPFX Technical Manual, but select the IPFX Failover
(Backup) Server option in the installation wizard:

IPFX Server - Installshield Wizard I .

Select Server Type

Specify the type of gerver you are inztalling.
Mate: Failover iz a licensed companent.

™ |PF¥ Live Server

¥ |PFx Failover [Backup] Server

[rztallShield

Choosing the IPFX Failover (Backup) Server option creates a registry
entry that marks the server as a Failover Server. Subsequent service
packs installed on the same system will be then be installed as Failover
servers by default.

When the Failover Server starts up for the first time you will be prompted
to enter a password for the Failover Server's database:

IPFX Failover Server x|

L] "_.,‘ Your backup database is using the defaulk password. Please change the password For security purposes,
L]

Enter a memorable and secure password. You must to enter the



password twice for confirmation.

zl

Password: ||
Confirm Fazsword: I

ak. I Cancel |

The main Failover Server screen appears.

Note: When setting up Failover Servers for Cisco CallManager, you will
need to ensure that you configure a TSP on the Failover Server that is
identical to the TSP used on the Primary Server.




Overview

The Failover Server's screen appears as in the example below. Here, the
Failover Server has been configured to monitor a single Primary IPFX
Server.

€ IPFX Failover Server ||| : =[0] %]
Fle Edt Tools Help
Toolbar === = New Server X Dee Server [ EdtServer | Suspend % Stop 5 7evne & Optons (2 e Topes..
SERVE
Name: DEMOSERVER
Phddess. 12468411 3:{:5;
IPPort: 100
Sﬁus: ) o
Last Failover:
R TION
DB Last Replicated:  27/06/2007 1:25:4% p.m,
—re—
Server Nest DB Replication: 2510602007 1000 ., o
list b Replication
File Sync: Syncing Real Time staus
27082007 1:25:49 p.m, Server: DEMOSERVER: Turning off al replication triggers Z|
E?IDE.!ZUU? 1:25:49 p.m, Stop ProfieUt, Profiletl s nat running,
2702007 1:25:49 p.n, Server: DEMOSERVER: Converting Backup Database Profile Paths C:\YM\ TO C:¥MIDEMOSERVER VM|
27082007 1:25:57 p.m, Server: DEMOSERVER: Connecting to backup database Provider=5QLOLEDB; Initid Catalng-DEMOSER\fER (Tel |
271062007 1:25:57 p.m, Server: DEMOSERVER: Connected to backup detabase Log
27/06/2007 1:25:57 p.n, Server: DEMOSERVER: Lindating the Reports DB Dekals For Backupserver Server! _I window
Reay /

m The Server list contains shows the names of all monitored IPFX
Servers. An icon indicates the status of each server.



= The Toolbar buttons allow you to add or remove servers from the
Server list, change failover properties of a monitored server, and
start and stop monitoring individual servers.

m The Server details and Replication status of the selected server are
displayed in the panel to the right.

= The Log window at the bottom of the screen displays the Failover
Server's log messages in real time.



Status icons

The state of a monitored IPFX Server is indicated by one of the following
icons:

Ok. The IPFX Server is currently being monitored, and is detected
as being alive and well.

Paused. The IPFX Server is not currently being monitored.
Monitoring may be resumed by selecting the check box next to the
Server's name.

Suspect. The monitored IPFX Server has failed to respond to one
or more pings, but the number of failed pings does not exceed the
ping failover count.

Failure. The monitored IPFX Server has failed to respond to a
number of pings equal to or exceeding the ping failover count. The
Failover Server will take over the role of the failed CT Server if
possible.

Replicating. Data is being transferred to or from the IPFX Server.
This may occur during the scheduled backup process, or during
failback.

Overview

L @M og s

Eailover



Failover

Failover is the process of transferring control from a failed Primary Server
to the Failover Server. Failover occurs automatically.

When a monitored Primary IPFX Server enters failure status, the Failover
Server starts up its own IPFX Server application. Clients formerly
connected to the Primary IPFX Server will then attempt to reconnect to
the Failover Server.

Users will be asked to re-log in to their Clients when failover occurs.

Overview
Status icons




Settings for the Failover Server

To edit settings for the Failover Server, click Options from the toolbar.



General tab
options x|

General |Netwu:urk| flerts I

@ Enter the settings for the Failover server,

Data Source:  [AKLQAGYS_4|CTSERVER
User IC: Iaka

Password: I*********

yMLocal Dir: fc:rLacall

Advanced database options

Mo Memary (ME: IIZI

MMax Memary (ME): |355

Data source: This is the Failover Server's Data Source, i.e. the name of
the Failover Server's database, and is typically in the form Server
Name\CTSERVER.

User ID: The User ID that the Failover Server uses to access SQL. It
should be entered as shown.

Password: The Password used to access SQL in conjunction with the
User ID.

VMLocal Dir: The location where applications are stored on the Failover
Server.

Advanced Database Options: Here you may set minimum and
maximum limits for the amount of memory (in megabytes) used by SQL
within the Database. As the Failover Server also requires memory to run
its applications at time of failover, you will need to ensure that you have
set the Max Memory setting to at most half of the Failover Server's
capacity. If no limit is set, the Database will eventually use up all the
available memory, leaving none for other applications.



Settings for the Failover Server
Network tab
Alerts tab




Network tab
options x|

Q—-?" i Metwork ddapter and ping setkings.

L4

Metwark adapkers: I{24?066EE-D.ﬁ.96-43D5-.ﬁ.22C-.ﬁ.8IDDEj
Description: I'-.-'Mware Accelerated AMD PChet Adapter
IF address: [192.168.11.2
Subnet mask: |255.255.255.0

Ping interwval; (ms) |2IIIIIIIII
Ping timeoukt; {ms) IlEIEIEI

Ping Failure counk; IS (For pre Failover warning email

Ping Failure counk; |15 (For normal Failowver)

Ping Failure count; |3III (For Failover after sys rebook)

I, Zancel

This tab contains settings that affect how the Failover Server monitors its
IPFX Servers.

Do not modify these values except on the advice of an IPFX

Limited Technician.

Network Adapter: This setting is required for gratuitous ARP.
Description: Automatically determined, based on the Network Adapter
selected.

IP Address: Automatically determined, based on the Network Adapter
selected.

Subnet Mask: Automatically determined, based on the Network Adapter
selected.

Ping Interval (ms): The numbers of milliseconds between pings to the
monitored IPFX Servers. This setting has a default value of 2000, i.e. the
Failover Server pings each monitored IPFX Server every 2 seconds.

Ping Timeout (ms): The number of milliseconds that the Failover Server
will wait for an acknowledgement to its ping. This setting has a default



value of 1000, i.e. a monitored server is considered to have failed if does
not send a reply within 1 second of being pinged.

Ping failure count (warning e-mail): The number of consecutive failed
pings required for the Failover Server to send an e-mail alert (default 5).

Ping failure count (normal failover): The number of consecutive failed
pings required to initiate failover during normal operation (default 15).

Ping failure count (after sys reboot): The number of consecutive failed
pings required to initiate failover directly after the Failover Server has
rebooted (default 30). This ping count over-rides the normal failover ping
count (above).

Settings for the Failover Server

General tab
Alerts tab




Alerts tab
options x|

General I Mebwork,  Alerts |

E Enter the setting to enable email alerts,

SMTP Server Address: |192. 1658.11.5

SMTP Server Pork: |25

Iser name: IFaiIDverserver
Password: I********
E-mail address: Ipasswurd

[w Motify Email Addresses (seperated with commas)

support@example, com,it_management@example, com

Test |

The Alerts tab is used to configure the way e-mail alerts are sent:
SMTP Server Address: The address of the mail server used by your
company to send e-mail.

SMTP Server Port: The port used by the SMTP server. The default
SMTP port is 25.

User Name: The user name required to access the SMTP server.
Password: The password associated with the User Name.

E-mail Address: The e-mail address from which Alerts will appear to be
sent.

Notify E-mail Addresses: The list of e-mail addresses which are to
receive e-mail alerts. Multiple e-mail addresses can be separated by
commas.

The Test button can be used to confirm that e-mail alert settings are
working properly.

Settings for the Failover Server




General tab
Network tab




Adding an IPFX Server to be monitored

Each IPFX Server to be monitored must have its details entered into the
Failover Server.

To add a new IPFX Server to be monitored:
1. Click New Server the toolbar of the Failover Server window:

€ IPF% Failover Server ;IEIE'

File Edit Tools Help

) e Server| 9 Delete Server Edlit Server & Suspend %) Stop ﬁ) Resume Options @ Help Topics...

SERYER
Nane:

IP Address:
IP Port:
Status:

Last Failover:

REPLICATION
DB Last Replicated:
MNext DB Replication: -
File Sync:

2007 11:17:38 a.m, Upgrading Backup Jerver Sethings

2007 11:17:38 a.m, Checking Service M3SQL$CTSERVER

2007 11:17:33 a.m, Service M3SQL$CTSERVER is installed

2007 11:17:38 a.m, Service M3SQL$CTSERVER is running

DatabasellsernamePassword: Passward updated successfully,

26/06
26,06
26,06
26/

—_—

06,
26/06/2007 11:17:51 a.m, YerifvBacky

2. The Server Details window appears:



Server Details x|

Metwork | patabase |

Enter the details ko connect to the live server
and the Failoverreplication settings,

Mame: [1PFXDEMO
Address: 192.168.11.1
Pork: 100

Lacal W Dirs IC:'|,'-.-'M'|,°.-"oservername°.-“o'l,'-.-'r~'1'l,

Assume IP Address: [ 1

automatically stop Failover: [ Warning: &l call daka and
woicemail messages left
during Failover will be lost

Replicate dailly [ at ||:|1:|:u:|:|:u:|

Real time replication: I.ﬁ.ll j

Enter the details of the IPFX Server you want to monitor:
Name: The network name of the IPFX Server.
Address: The IP address of the IPFX Server.

Port: The port number used by the IPFX Server. A standard IPFX
Server communicates on port 100

Local VM Dir: The directory on the Failover Server in which you
wish to store this IPFX Server's replicated files.

Assume IP address: Check this box to have the Failover Server
adopt the same IP address as the failed server during failover. If not
checked, the IPFX Server will retain its own IP address during
failover. See the IPFX Failover Server White Paper to determine
which option is appropriate for your organisation.

Automatically stop failover: Check this box to automatically stop
the failover server when the failed server comes back online (not
available if the Assume IP address option is chosen).

Replicate daily: To back up data from the IPFXServer at a specific



time each day, check this box and enter the backup time into the text
field provided.

Real time replication: This option is only available if the Failover
(Hot) module has been purchased. Choose from two modes of real
time replication: All to replicate all data to the Failover Server
dynamically, or Configuration to replicate the IPFX Server's
configuration dynamically and all other data daily at the time
specified above.

Remember to consider bandwidth usage to determine whether a Hot
Failover Server can be feasibly implemented.

3. Click the Database tab:
x|

Enter the details ko connect to the database on
the live server.
[Daka Source: |
Zatalog: |
User IC: |
Password: |
WM Dir: |
WMLocal Dir: |
Auko Populate Test

4. Click Auto Populate. The Failover Server will attempt to contact the
IPFX Server and automatically populate the form with the relevant
login details. If you receive an error message, check that you have
entered the details on the Network Tab correctly.

= Data Source: The named instance of SQL that constitutes the
database.



= Catalog: The catalog within SQL Server.

= User ID: The user name (sa, by default) that grants access to
the monitored IPFX Server's database.

» Password: The database password associated with the User
ID.

= VM Dir: The monitored IPFX Server's VM directory .
= VMLocalDir: The monitored IPFX Server's VMLOCAL directory.
5. Click Test to confirm that the monitored database is accessible. If

the Failover Server can successfully connect to the monitored IPFX
Server, the following message appears:

IPFX Failover Server x|
- Test Successhul
)

- Database Connection Successful
- M Directory Read Successul
- WM Directory Write Successhul

Click OK to exit the confirmation message.

6. Click OK in the Server Details window to begin monitoring this IPFX
Server.

7. You will be asked if you wish to replicate the CT Server's database
immediately:

DEMOSERYER Replicate from the Primary Server x|

Ll
\!}) Do wou want to replicate the database now? This maw take several minukes,

Mo | Zancel |

m Select Yes to back up the Primary Server's database
immediately.

m Select No to back up the database at the time chosen in the
Network tab.

8. You have now finished adding a monitored IPFX server. An icon
representing the Server will appear in the list at the left of the main
Failover Server form.



E-mail alerts

The Failover Server generates e-mail alerts in the following situations:
= When a monitored IPFX Server fails, causing the Failover Server to
take over
= When a Server has been reset

= \WWhen another IPFX server has fails while the Failover Server is
already performing failover

= When Daily Replication fails
= When Daily Replication is successfully rolled back

The list of e-mail alert recipients can be configured in the Alert settings
tab.



Taking a CT Server Offline for Maintenance

Occasionally a monitored IPFX Server may need to be taken offline for
maintenance (e.g. to receive Microsoft service packs).

If you do not wish the Failover Server to initiate failover in this situation,
you may temporarily pause monitoring of the IPFX Server before taking it
offline.

To pause monitoring of an IPFX Server:

1. Select the server that you wish to stop monitoring from the Server
list.

2. Click Suspend in the toolbar.

To resume monitoring an IPFX Server:

1. Select the server that you wish to resume monitoring from the Server
list.

2. Click Resume in the toolbar..



Upgrading the Failover Server

It is critical that the Failover Server runs the same version as its
monitored IPFX Servers.

When an upgrade is planned for the monitored IPFX
Server(s):
1. Shut down the Failover Server.

2. Upgrade the Failover Server and all its monitored IPFX Servers at
the same time.

3. When the upgrade is complete, bring up the IPFX Servers first, then
restart the Failover Server.

4. The newly-upgraded IPFX Servers will need to be replicated
manually.



Manually initiating Failover

To manually initiate Failover:

1. Log into the Failover Server, right-click the Primary IPFX Server in
the Server list and select Failover Now:

G tprxFatover server =lox]

File Edt Tools Help

g Mewe Server }( Delete Server Edit Server & Suspend %) Stop %:] Resume Cptions @ Help Topics...

5] Mew Server..,

¥ Delete Server DEMOSERVER,
Edit Server... 192,168,11.1
100

Replicate from Live
Replicate to Live ﬁl oK
| 25/062007 2:26:21 p.m.

| Failover Mow &
Stop Failover Server Wy

Suspend Monitaring | File Sync
pd:  28/06/2007 1:47:00 p.m.

on:  29/06/2007 1:00:00 a.m.

Stop Monitoring [ File3ync [ Replication
Fesume Maonitoring | FileSync | Replication
File S¥nc: Syncing Real Time

29/06/2007 11:07:01 a.m. Server: DEMOSERYER: Connecting ko backup database Provider=3QLOLEDE; Initial Catalog=CEMOSERYER_ & J
29/06/2007 11:07:01 a.m. Server: DEMOSERVER: Connected to backup database

29/06/2007 11:07:12 a.m. Server: DEMOSERYER: Metwork: Connecting to 192,168.11,1:100

29/06/2007 11:07:12 a.m, Hotswap: Skarting Fing of Address 192,168.11.1

29/06/2007 11:07:13 a.m. Server: DEMOSERYER: Metwark: Connecting, .. [6]

29/06/2007 11:07:23 a.m. Server: DEMOSERVER: Metwark: Closed [0]

29 06/2007 11:07: 53 a.m. Server; DEMOSERYER: Mebwark: Connecting. .. [6
Server: DEMOSERYER.: Metwark: Connected [7

2. Awarning message appears:



IPFX Failover Server ] x|

\ ? ) Are vwou sure ywou wank to skark the Failover server For DEMOSERYER?

3. Click Yes to start Failover, or No to cancel.



Multiple CT Server Failures

A Failover Server can only substitute for one IPFX Server at a time.

In the event of multiple failures, the Failover Server will only substitute for
the the first failed IPFX Server.

Other failed IPFX Servers will remain offline, but the recipients listed in
the Alerts setting will be notified of their failed status via e-mail.




Failback

The process of returning data and control from a Failover Server to the
Primary IPFX Server is called failback.

To perform failback:

1. Resolve the issue that caused the Primary IPFX Server to fail in the
first instance.

2. Log into the Failover Server, right-click the Primary IPFX Server in
the Server list and select Stop Failover Server:

=I0ix]

File Edt Tools Help

g Mewe Server }( Delete Server Edit Server & SuEpend %) Stop %:] Resume Cptions @ Help Topics...

5] Bew Server. .,

DEMOSERVER
X Delete Server
EditServer... Sl
100

Replicate from Live .
Replicate to Live Gy Faiure

, 25/062007 1:45:31 p.m.
Failover Mow

Stop Fallover Server b |

&
Suspend Monitoring [ File Sync
25/062007 1:47:00 p.m.

Stop Monitaring | FileSync | Replication
n:  29/06/2007 1:00:00 a.m.

Resume Monitoring [ FileSync [ Replication
MESYIG Full Svnc 28/06/2007

2007 1:48:31 p.m, Server: DEMOSERYER: Metwark: Disconnecting. .. ﬂ
2007 1:48:31 p.m, Server: DEMOSERYER: Turning on configuration replication triggers

2007 1:48:31 p.m, Sending Email: To: support@example. com,it_management@example.com, Subject: IPFY Failover Server has
2007 1:48:52 p.m, cls3impleEmail: m_oSMTP_Error: The connection has been dropped because of a network Failure or because £
2007 1:48:52 p.m, ERRCR.; Dart, Tep, 1::5impleEmail, Send: [10060] The connection has been dropped because of a network faill
2007 1:48:52 p.m, Failover; Network: Connecting, .. [8]

I3
(I3
05
05
I3

23
23
23
23
23
23106

—

28/06/2007 1:48:52 p.m, Failover: Network: Connected [7
2 b, Server: DEMOSERYER: MonitoringState: In Failover j

3. Awarning dialog appears:



4.
5.

IPFX Failover Server i x|

\?]) Are ywou sure ywou want to skop the Faillover server For DEMOSERYER?

Mo | Zancel |

Click Yes to continue.
Quickly restart the Primary IPFX Server.

In the IPFX Failover Server window, right-click in the name of the
Primary IPFX Server and select Replicate to Live from the context
menu:

=lox]

File Edt Tools Help

g Mewe Server }( Delete Server " Edit Server & Suspend %) Stop %:] Resume Cptions @ Help Topics...

5] Wew Server..,

DEMOSERVER
X Delete Server
. 192.168,11.1
Edit Server...
100
Replicate from Live
o oK

| Replicate to Live b |
T

25/062007 2:26:21 p.m.
Failowver Mow

Stop Failover Server

Suspend Monitaring [ File Sync ted:  28/06/2007 1:47:00 p.m.

Stop Manitoring | FileSync / Replicati
Dl outennig IR losieniteat ion bion: 29/06/2007 1:00:00 a.m.

Fesume Monitoring | FileSync | Replication
aniap e Syncing Real Time

. Sending Email: To; support@esxample. com,it_management@example.com. Subject: IPFY Failover Server hasJ
. Hot3wap: Fing Failed: 192.168.11.1
. Hot3wap: Fing Successful: 192.165.11.1
. 3ending Email: To: support@example, com,it_management@example.com, Subject: IPFY Failover ServerPing
. cls3impleEmail: m_o3MTP_Error: & method is currently blocking the thread, Some PowerTep methods are not 1
. ERROR: Dart, Tep. 1::SimpleEmail, Send: [12011] & method is currently blocking the thread, Some PowerTop m
; l:|55ll'n|E.'EI'I'|aI| m DSMTF' Errnr The connection has been dropped because of a network Faiure or because &




6. Click OK in the warning dialog that appears:
x|

@ W ARNING!

You have chosen to replicate all current data on the backup server to the
Primary server (DEMOSERYER),

If vwou do nok underskand the implications of this please press Cancel now,
otherwise press OF to conkinue,

oK |

7. The status of the Primary Server will change to Replicating, and
data will be transferred from the Failover Server to the Primary IPFX
Server. When the process is complete, the status of the Primary
Server will return to OK.

8. Restart the the Primary IPFX Server by clicking Start > Programs >
IPFX > IPFX Server (Manual Start) from the Primary server's
desktop:

r . : =
B Programs ¥ m Accessaries

[T Administrative Tools J
= Sattings ; ] Microsoft Exchange r B IPFX Conscle
B ] Microsoft Office v 8l 1PFX Live Deskhop
Search » E] Startup r %‘z_.; IPFY Server (Manual Skart)

Help and Support

eI

9. Start the services on the Primary IPFX server by pressing CTRL+A
in the IPFX Server window and clicking the Start button:

Wl | Windows Server 2003 Standard Edition



-'Dr"-.: IPFX Server - AKLOADI [127.0,0.1: 100]

Fle Edt Action Yiew Trace

}Dg_tart B Stop Ib Bestart WY EndProcess

i iew =

Application | akatus | Lask Event Trace | Filename Restart
> Message Server  Closed CYMLocaliM3GIERY. EXE 360
= Networking Closed CYMLocaliNETSERY.EXE 360
Data Store Closed CYMLocallDATASTO.EXE 360
Database Server  Closed CYMLocallDATASERY. ... 360
Email Server Closed CiYMLocallEMAILSYR EXE 360
Fax Server Closed CiYMLocallPaFaxserve.,, 360
IFFY Archive Closed CiWMLocalilogarchiver,... 360
IPFY Call Recordi.,, Closed CiYMLocalicrresoleer .., 360
IFFY Conference.,, Closed CiiWMLocallConfServer.,., 360
IPFY Database M,.. Closed CiiYMLocalidbcheckser,., 360
IPFY Feature Ser,.. Closed Ci\WMLocaliFeatureser,., 360
IPFY% MOH Server  Closed CiYMLocaliMOHServer,, ., 360
IFFY P8 Server Closed CiiYMLocallPAServer exe 360
IFFY PBY Closed CiWMLocallSIPServer exe 360
IPFY Queue Server Closed CYMLocaliQServer.exe 360
IPFY Ukilities Closed CYMlocallSIPUTL.exe 360
Text Chat Closed CiYMLocaliTextChat exe 360
WM Mail Manager  Closed CYMLocaliMAILMGR.EXE 360
WM Monitar Closed CYMLocaliMONITORERE 360
YIM PORT-01 Closed CYMLocallyMPartsIP,,.. 360
Y PORT-DZ2 Closed CYMLlocallyMPartsIP,,., 360
Y PORT-03 Closed CYMLlocallyMPartsIP.,.. 360
YIM PORT-D4 Closed CYMLocallyMPartsIP,,.. 360
Y PORT-05 Closed CYMLocallyMPartsIP,,.. 360
Y PORT-D6 Closed CYMLlocallyMPartsIP.,.. 360
WM PORT-N7 Clnsed CAUMEnralYMPAEESTR. ... 3AN




Server Replication



Initial replication of a CT Server

The first time the Failover Server connects to a IPFX Server it will prompt
the user to replicate that IPFX Server's database.

Should the user accept, replication proceeds as follows:

1. The Failover Server sends a request to the IPFX Server, instructing it
to create a backup,

2. The CT Server creates a backup file named
\VM\DB\%servername%.BAK, containing a copy of the database and
the database log files.

3. This file is copied to the Failover Server and restored there.

Server Replication
Replicating databases manually




Replicating databases manually

Replicate from Live

Replicating from Live copies a Primary Server's database to the Failover

server.

To Replicate from Live:

1. Inthe Server list, right-click on the server whose database you wish

to replicate.
2. Select Replicate from Live:

€ IPF% Failover Server

File Edt Tools Help

=10/ x|

g Mewe Server }( Delete Server Edit Server & Suspend %) Stop %:] Resume Cptions @ Help Topics...

..... EOYCEMOSERYER e

=] Mew Server.., DEMOSERWER

Delete 5
o 192,168,111
Edit Server...
| | 100
Replicate from Live [
b o oK

Replicate to Live
Failowver Mow

Stop Failover Server

Suspend Manitaring | File Sync dted:  28/05/2007 1:00:47 2.
Stop Monitoring [ FileSync [ Replication Mtion: 23062007 1:00:00 2.1,

Fesume Monitoring | FileSync | Replication

T

Syncing Real Time

28/06/2007 11:02:46 a.m, Hotswap: Skarting Fing of Address 192.168.11.1
07 46 @,m. Server: D .

rs

28/06/2007 1:01:03 a.m. Server: DEMOSERYER: MonitoringState: Monitoring

28/06/2007 11:02:33 a.m. Hotswap: Init Adapter=0, Submask=255,255,255.0, PingInterval=2000, FingTimeout=1000, PingFailureCo
28/06/2007 11:02:33 a.m. Hotswap: Stopping Fing of Address 192,168,111

28/06/2007 11:02:33 a.m, Hotswap: Skarting Fing of Address 192,168.11.1

28/06/2007 11:02:42 a.m. Hotswap: Stopping Fing of Address 192,168,111

28/06/2007 11:02:42 a.m. Server: DEMOSERYER: Monitoring3tate: Suspended

3. Awarning dialog appears:



DEMOSERYER Replicate from the Primary Server x|

i Are you sure you want to replicate the primary database to the backup
& server now? This may take several minukes,

Mo | Zancel |

Select Yes to replicate the Primary Server's database.

4. In the Server list, the Primary Server's status will changes to

Replicating. When the status returns to OK, replication has been
completed.

Server Replication

Initial replication of a CT Server




Technical Details



Failover Registry Key
The following registry key is set if a CT Server is installed as a Failover
Server:

HKEY_ LOCAL_MACHINE\SOFTWARE\Performance
Solutions\Settings\InstallShield\ServerType=1

Technical Detalls

Directory Structure

Databases



Directory Structure

All application files on the Failover Server are installed in the normal
location (c:\vmlocal\), just as if it were an ordinary IPFX Server.

Because the Failover Server can monitor multiple IPFX Servers, it has
separate VM directories for each IPFX Server. Each VM directory
contains data specific to its corresponding IPFX Server: files from that
IPFX Server's VM directory and subdirectories specific to that Server
(Msgbox recordings, Voicemail recordings, SQL database etc.)

The default VM directories on the Failover Server are named according
to the following scheme:

C:\VM\<monitored server name>\VM
For example:
C:\VM\aklmatrix\VM

Technical Details

Failover Registry Key
Databases




Databases

MSDE name Technical Detalls

Catalog name Failover Reqistry Key

Replication Directory Structure




MSDE name

The MSDE instance on the Failover Server has the same name as on a
normal IPFX Server:

<Computer name>\CTServer
For example:
AKLIPFXFAILOVER\CTServer

Databases
Catalog name

Replication




Catalog nhame

On an ordinary IPFX Server, database catalog name is CTSERVER.
Because there can be multiple catalogs on the Failover Server, the
naming convention there is different. The catalog name on the Failover
Server is a combination of the IPFX Server name and the catalog name
on the IPFX Server:

<ServerName>_CatalogName
For example:
AKLMATRIX_CTSERVER

Databases
MSDE name

Replication




Replication

When the Failover Server refers to the process of replication, this does
not refer to the replication functionality provided with MSDE.

Two areas of the IPFX Server are replicated: databases and files.

o
In This Section

Databases
MSDE name
Catalog name

Database replication

File replication




Database replication

Database replication consists of transferring a complete copy of the IPFX
Server's database onto the Failover Server. This process is performed
nightly by an application called BackupUtil.exe.

BackupUtil.exe obtains a copy of the IPFX Server's database in the
following manner:

A command is issued to the IPFX Server, instructing it to back up the
database to a file:

BACKUP DATABASE [CTSERVER]

TO DISK =
N'C:\VM\DB\MSSQL$CTSERVER\DATA\AKLMATRIX_CTSERVER.bak'

WITH INIT ,

NOUNLOAD ,

Name = N'AKLMATRIX CTSERVER',

SKIP,

STATS =10,

Description = N'AKLMATRIX_CTSERVER!,

NOFORMAT

This file is copied to the Failover Server:

FILECOPY \AKLMATRIX\C$\VM\DB\AKLMATRIX_CTSERVER.BAK TO
C\SERVERS\AKLMATRIX\VM\DB\MELDEVTEST_CTSERVER.BAK

The file is restored to a database on the Failover Server:

RESTORE DATABASE AKLMATRIX_CTSERVER

From DISK = N'
C\SERVERS\AKLMATRIX\VM\DB\MELDEVTEST CTSERVER.BAK'

WITH

MOVE 'CTSERVER' TO N'
C\SERVERS\AKLMATRIX\VM\DB\AKLMATRIX_CTSERVER.MDF,

MOVE 'CTSERVER_log' TO N' C:\SERVERS\AKLMATRIX\VM\DB\




|AKLMATRIX_CTSERVER.LDF'

A Hot Failover Server also uses a second method of database
replication. In addition to the nightly backup described above, the Hot
Failover Server picks up real-time changes made to the IPFX Server
throughout the day. The Hot Failover Server does this via a network
connection to the Message Server on the live IPFX Server. When
changes are made to the live database, they are broadcast out via the
Message Server. The Hot Failover Server receives this change and
updates the corresponding Failover database accordingly.

Replication
File replication




File replication

Wav/vox files must be replicated on the Failover Server so that voicemail,
gueue announcements, auto attendants can function.

File replication is handled by the application syncutil.exe. This application
is instructed to keep the Failover Server's files in sync with a monitored
list of directories/file types on the live IPFX Server.

Base directories

Source: \ AKLMATRIX\VM\

Destination: C:\SERVERS\AKLMATRIX\VM\
File inclusions

Subdirectory Types Recursive

Extn\ *.way, *.vox True

Custom\ *.wav, *.vox True

Mail\ ** True

Music\ * True

Upload\Extn\*.* True
Replication

Database replication
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