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Description

Probe for EPMA Xtreme Edition is a complete acquisition,
automation and analysis package for WDS (wavelength
dispersive spectrometry) EPMA (Electron Probe Micro-
Analysis) running under the Windows OS on the Intel CPU
platform. Probe for EPMA can acquire, automate and
analyze X-ray intensities on JEOL
8800/8900/8100/8200/8500/8230 and 8530 and Cameca
SX100/SXFive microprobes with WDS/EDS spectrometers.

One can also run Probe for EPMA on the Mac OS using the
Parallels virtual machine on a compatible Mac computer or
laptop.

The Xtreme Edition includes all the function and features
of the original Probe for EPMA and many new additional
features and enhancements including support for
integrated imaging, analysis of beta lines, duplicate
quantitative elements and support for analysis of
elements up to atomic number 100.

Probe for EPMA Xtreme can also be run off-line to simply re-
process previously acquired x-ray intensity data. Because
Probe for EPMA stores all standard, unknown and wavescan
sample data and retains all experimental conditions in a
single Microsoft Access relational database file (Access
MDB file), it is extremely simple to transfer Probe for EPMA
Xtreme intensity data to another computer for off-line
reprocessing with another copy of Probe for EPMA Xtreme
running in "demonstration" mode.

Probe for EPMA is written primarily in Visual Basic 6.0
(Professional) and utilizes several external DLLs (Dynamic

Link Libraries) for data access, automation and graphics
written in C++4+ v. 9.0.
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License

Probe for EPMA Xtreme has a flexible site license policy. You
are allowed to use Probe for EPMA on only one (1) computer
for automation and data acquisition on an electron
microprobe or SEM. However you may install Probe for EPMA
Xtreme on as many computers as you require for the
processing of off-line data from microprobe or SEM.

Probe for EPMA Xtreme requires specialized hardware for
operation under the real-time interfaces; however no special
hardware is required for operation in "demonstration" mode.
Probe for EPMA Xtreme provides full functionality for
quantitative analysis and graphical or ASCII file output in
"demonstration” mode.
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Technical Support

Technical support for Probe for EPMA is provided by Probe
Software, Inc. Please contact John Donovan at (541) 343-
3400 for any questions or difficulties you may have with
Probe for EPMA.

If an error message or software bug is seen, please note
the exact error message and record as many details of the
incident as you can to help us in determining a solution to
your problem. Suggestions regarding new features or
improvements to Probe for EPMA are always welcome and
every effort will be made to incorporate them in future
releases. If you have an idea for a new feature, we would
like to hear about it. Please write John Donovan at the
address below or call anytime.

Probe Software, Inc.
885 Crest Dr.

Eugene, OR

97405

(541) 343-3400 (O)
(541) 485-7901 (F)

E-Mail:

Customer Support and Software Development - John
Donovan - donovan@probesoftware.com
Administration and Sales: Barbara Donovan -
barbara@probesoftware.com

Web Site:
http://www.probesoftware.com

Installation and Training Specialists
Gareth Seward - seward@probesoftware.com
Karsten Goemann - aoemann@probesoftware.com
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Analysis Concepts

One significant difference between Probe for EPMA and
other microprobe analysis programs is that Probe for EPMA
can acquire and analyze all samples, regardless of whether
they are standard or unknown samples, in exactly the same
manner. This begins with the data acquisition; Probe for
EPMA can acquire a complete analysis for every standard
sample, just as it would for an unknown sample. In addition
all standard, unknown and wavescan (and digitized
coordinate) data is stored together in each user’s probe run
database so that your calibrations cannot be overwritten by
subsequent users. Of course there are several very flexible
options for “quick” standardization in which the program
will automatically determine which standards are required

for acquisition based on standard, interference or

background calibration assignments or based on a
concentration criterion in the standard.

The concept is much like a laboratory notebook where you
have your private lab notes, which are protected from
casual or accidental modification. Of course each user can
import any standard calibration or sample setup from any
run for their own use at any time.

More:

1Standard and Unknowns Easily Run Under Identical
Conditions

1Easy Wavescan Acquisition and Graphical Off-Peaks
Assignment

J1Easy and Flexible Standard Re-assignment Capability
JAutomatic Interference Calibration

1Single Relational Database for Data Integrity

1 History of Probe for EPMA

L
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Standard and Unknowns Easily Run
Under Identical Conditions

For example, if in a particular run you are analyzing for Si, Al,
Na and K, then by default, Probe for EPMA can acquire data
for all four elements on each standard. This means that even
if a standard is only used to calibrate Si, the x-ray count data
for the other three elements, Al, Na, and K can also be
acquired on that standard. Measuring all samples in the
same manner under the same conditions can eliminate
errors that may be introduced in the analysis from beam and
sample interactions, especially when beam charge buildup,
carbon buildup or Time Dependent Intensity (TDI) element
effects are present in the samples.

Although the time needed to acquire standard data is not
any longer for this method when the analysis is measuring
only one element on each spectrometer, it is true that
acquiring more than one element on a spectrometer will
increase the time required for standard calibration. This
might be considered a small price to pay for the increased
accuracy and flexibility of measuring both standards and
unknown for the same elements. However, to save time,
Probe for EPMA does allow the acquisition of "quick"
standards for those standards wused in the primary
calibration. Note that acquisition of these "quick" standards
will restrict the use of some of the unique analysis features
discussed below.
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Easy Wavescan Acquisition and
Graphical Off-Peaks Assignment

Probe for EPMA provides a unigue wavescan acquisition and
off-peak assignment capability. With one mouse click one can
acquire wavescans on and about the on-peak region for any
and all current elements in a run. For example, if one is
analyzing for 12 elements using a three spectrometer
instrument, one mouse click will start the automatic
acquisition of all elements and the data will be automatically
saved.

Off-peak assignment is even easier. Simply select the
element to display and use the mouse to place the high and
low peak positions exactly where you want them on the
wavescan plotted data for subsequent acquisitions.
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Easy and Flexible Standard Re-
assignment Capability

Aside from the obvious value in keeping the acquisition
conditions constant for all samples, having the complete
data for each standard at hand, provides the analyst with
several useful capabilities. Among these is a unique standard
re-assignment feature. Since all elements in the run are
acquired for all standards, any standard containing a
particular element can be assigned as the calibration
standard for that element at any time, even when processing
off-line.

Another benefit to complete standard analysis is the ability
to calculate each standard analysis as if it were an unknown.
This means that every standard is also a secondary standard.
In this way, one can easily determine the accuracy of each
element in the run (and the overall accuracy of the run by
noting the totals on each standard). If an element is present
in a standard but is not assigned as the calibration standard
for that element, then the program will calculate the relative
error in the analysis based on the assigned standard. In this
way one can check for agreement between various
standards in the run. If the element is not present in the
standard, the analysis provides a check on the accuracy of
the off-peak or MAN background correction and also as a
check for possible spectral interferences.
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Automatic Interference Calibration

In fact, the quantitative interference correction in Probe for
EPMA uses this additional data to calculate the effect of an
interfering element on an interfered channel. Again, since all
elements are acquired for each standard and the
composition of each standard is of course already known, the
count to the concentration ratio of the interfering element
can be calculated. This in turn can be used in the ZAF
composition iteration to quantitatively calculate the
interference correction in an unknown sample (Donovan, et.
al., 1993).
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Single Relational Database for Data
Integrity

Another unique feature of Probe for EPMA is that all data for
all samples including unknowns, standards and wavelength
scans, along with all conditions and digitized coordinates are
stored in a single relational database. This allows the analyst
to easily transfer all essential raw data to another computer
for off-line processing without having to track down
numerous files scattered over the hard disk.

This also means that the wavescan feature for checking for
off-peak interferences is intelligent, easy to use and can be
started with a single mouse click- no more writing down off-
peak positions on a piece of paper and typing them into
another part of the program! To change an off-peak position
simply click the new position with the mouse and the
program will automatically remember it for the next standard
or unknown acquisition.

Probe for EPMA Xtreme Edition is based on the philosophy
that the analyst should have maximum control and flexibility.
The software should open up possibilities, not restrict the
ability to achieve good results. Following this, the
terminology used in Probe for EPMA makes a distinction
between acquisition of x-ray intensities, and the processing
of that data or the analysis as it is called here. By breaking
what is traditionally called "doing an analysis" into two
distinct steps of first acquisition, then analysis (which are 2
of the 4 main divisions of the program -- Acquire!, Analyze!,
Automate! and Plot!), unlimited options are available for post
processing of data.
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History of Probe for EPMA

The origins of Probe for EPMA lie in the distant past of
computer history when 64K was a large amount of memory
and a hard disk was a luxury (8 inch floppies were the norm
at the time). In 1979, Mark Rivers (now at Argonne National
Laboratory running the synchrotron microprobe beam line)
bought a PDP-11 clone computer kit, a DEC RT-11 operating
system and a FORTRAN IV DEC compiler and connected it
to the UC Berkeley ARL SEMQ microprobe that had been
using an IBM card puncher to record intensity data. Prior to
the PDP-11 computer interfacing by Mark, these punch
cards had to be carried by hand over to the central
computer center and submitted (along with the program
punch cards) as an overnight job for processing using
Bence-Albee matrix corrections. One had to wait 12 hours
or so to find out if one had analyzed epoxy.

After Mark's pioneering programming efforts (called |

PRMAIN), UCB had one of the first microcomputers ever
interfaced to an electron microprobe. But more importantly
from the programmers point of view was that Mark
implemented many novel methods for acquisition and
analysis that were far ahead of his time, including direct
access binary file 1/0, automatic standard drift corrections,
automatic beam drift corrections, linear Bence-Albee
corrections (using two coefficients that provided a
significant improvement over the single coefficient factors
used by other laboratories at that time) and a hierarchical
sample and data structure that allowed for easy access to
large data sets each with its own dynamically calculated
average and standard deviation.

A later version called PRSUPR was modified by John
Donovan and provided for automation of the stage and
spectrometers (previously the spectrometers were turned




using hand cranks). Ihis was all Integrated In a single -~J
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Specialized References

More:
7 Peak Shifts
JLight Elements

JTime Dependent Intensity (TDI) Element Corrections
1 Glass Analysis
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Peak Shifts
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Glass Analysis
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Disclaimer

IN NO EVENT SHALL JOHN DONOVAN OR PROBE SOFTWARE
BE LIABLE TO ANY PARTY FOR DIRECT, INDIRECT, SPECIAL,
INCIDENTAL, OR CONSEQUENTIAL DAMAGES, INCLUDING
LOST PROFITS, ARISING OUT OF THE USE OF THIS
SOFTWARE AND ITS DOCUMENTATION, EVEN IF JOHN
DONOVAN OR PROBE SOFTWARE HAS BEEN ADVISED OF THE
POSSIBILITY OF SUCH DAMAGE.

JOHN DONOVAN OR PROBE SOFTWARE SPECIFICALLY
DISCLAIMS ANY WARRANTIES, INCLUDING, BUT NOT
LIMITED TO, THE  IMPLIED WARRANTIES  OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR
PURPOSE. THE SOFTWARE PROVIDED HEREUNDER IS ON AN
"AS IS" BASIS, JOHN DONOVAN OR PROBE SOFTWARE HAVE
NO OBLIGATIONS TO PROVIDE MAINTENANCE, SUPPORT,
UPDATES, ENHANCEMENTS, OR MODIFICATIONS.
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Platform Requirements

Probe for EPMA requires a fairly fast computer platform for
reasonable calculation and data access times. The following
system requirements are the minimum and preferred
hardware that can be used to run Probe for EPMA Xtreme.

More:
I Minimum
1 Preferred
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Minimum

- Windows XP Professional (32 bit only)

- 160 GB hard disk with at least 500 MB free disk space
- 2 GB RAMm 2 GB video RAM

- 24" color monitor (1920 x 1200 x 64K colors)

- two network connections
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Preferred

- Windows 7, 8 or 10 (32 or 64 bit)

- 500 GB hard disk with at least 200 GB free disk space
- 8 GB RAM, 6 GB video RAM

- 3 network connections

- 30” color monitor
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Installation

Be sure that you have at least 2 GB of free disk space on
the installation hard drive. The Probe for EPMA installation
requires less than this, but the run time files require
additional space for the creation of data and table files.

If attempting to perform a "clean" installation, be sure to
remove any existing copies of Probe for EPMA by running
the Add/Remove Software applet from the Windows Control
Panel.

Probe for EPMA will only replace the executable files in the
C:\Probe Software\Probe for EPMA application folder
and certain internal data files in the
C:\ProgramData\Probe Software\Probe for EPMA
program data folder. Always backup your user/site specific
files: STANDARD.MDB, PROBEWIN.INI, MOTORS.DAT,
SCALERS.DAT, ELEMENTS.DAT, DETECTORS.DAT,
CRYSTALS.DAT and any other program data files that you
have created or modified since the original installation.

More:

JInstallation Using Probe for EPMA.msi and CalcZAF.msi
1 Files Used by Probe for EPMA

JRunning Probe for EPMA for the First Time

1 Other Programs Supplied With Probe for EPMA
1Removing Probe for EPMA

1Copy Protection

L
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Installation Using Probe for EPMA.msi
and CalcZAF.msi

Double-click on CalcZAFE.msi to install the base files, then
double-click on ProbeForEPMA.msi to perform the installation.
Note that both CalcZAF.msi and ProbeForEPMA.msi must be
installed to obtain a complete installation. Subsequent
updates can be performed using the Help menu to download
and re-run the ProbeForEPMA.msi file.

The installer will confirm the installation when it is complete.
If any error messages are observed during the installation,
please note the exact error message text and call or e-mail
for technical support.
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Files Used by Probe for EPMA

The following files are installed by the Probe for EPMA
Setup program. The following section details where they .
are ultimately installed and what they are used for.

Files that are installed to the Probe for EPMA

application directory (usually C: \Probe
Software\Probe for EPMA) :

STANDARD.EXE ' Standard database application
PROBEWIN.EXE ' Probe for EPMA main application
PROBEWIN.CHM ' Probe for EPMA help file (Win7)
EVALUATE.EXE ' Application utility for evaluation of
standard compositions (for John Fournelle)

STARTWIN.EXE ' Start utility application
USERWIN.EXE ' User database application
STAGE.EXE ' Stage utility application

COAT.EXE ' Coating utility applet

CALCZAF.EXE ' ZAF/Phi-Rho-Z calculation application
DRIFT.EXE ' Standard intensity drift utility

STRIPCHART.EXE ' Application utility that simulates a strip
chart recorder digitally

CALMAC.EXE " Utility to calculate mass absorption
coefficients for x-ray emitters and arbitrary ranges of energy
SEARCH.EXE ' Utility to search for probe database files
based on a number of user defined criteria

FARADAY.EXE ' Application utility for controlling the fara
cup

TESTFID.EXE ' Fiducial transformation program (for
conversion to/from other instrument stage coordinates)
MONITOR.EXE ' System monitor utility (JEOL only)
VACUUM.EXE ' Vacuum status utility

CALIBRATE.EXE ' Instrument calibration utility (JEOL
OnIY) =

S T




< GUNALIGN.EXE ' Gun alignment utility - o=
(JEOL/SX100/SXFive only)
PROBEUSERWIZARD.EXE ' Probe for EPMA “Wizard”
utility
PROBEWIN.PDF ' Pdf version of this
Reference Manual
PROBE FOR EPMA_QUICK START.PDF ' Quick Start
manual
GRAPHPPR.HLP ' Plot graphics
window help file
PROBEHLP.INI ' Context sensitive help INI
file
EQUATION4.RTF ' RTF interference
correction equations for debugging
EQUATION4A.RTF ' RTF interference
correction equations for debugging
EQUATION4B.RTF ' RTF interference
correction equations for debugging
EQUATIONS.RTF ' RTF interference
correction equations for debugging
Files installed to the Windows SYSTEM32 sub
directory (usually C:\Winnt\System32 for
WinNT/2000/XP/Vista-32bit/Win7-32bit or

Windows\SysWOW64 for Windows 7 or 8 64 bit) :

CSFTPCTL.OCX ‘ Secure socket FTP utility
CSHTPCTL.OCX ' Secure socket HTTP utility
CSMSGCTL.OCX ' Secure socket EMAIL utility
CSMTPCTL.OCX ' Secure socket SMTP utility
CSTCPCTL.OCX ' Secure socket TCP utility
DAO350.DLL ' Microsoft 3.5 DAO
DAO360.DLL ' Microsoft 3.6 DAO
GRAPHS32.0CX ' Graphics Server graph control
GRAPHPPR.HLP ' Graphics Server support file

GSJPG32.DLL ' Graphics Server support file
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Running Probe for EPMA for the First
Time

Simply double-click the Probe for EPMA icon to allow the
program to configure these and any other necessary
directories and files that it will need for analytical
calculations and make sure that all of the analytical files are
installed. Several sample data files are supplied to test the
default installation.

Once this step is completed, the configuration of the
hardware specific configuration files (PROBEWIN.INI,
MOTORS.DAT and SCALERS.DAT) may be performed at this
time using a text editor such as NotePad or TextPad. See
below, under the Configuration Files section.

The JEOL 8900/8200/8500/8x30 and Cameca SX100/SXFive
interfaces require a network connection with TCP/IP
transport. Contact Probe Software for help with these
modifications if necessary.
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Other Programs Supplied With Probe
for EPMA

Several very useful utilities are provided with Probe for EPMA that are
sometimes a subset of the complete Probe for EPMA application but also
provide unique features. These utilities and a brief description are listed here
(full details are provided in additional sections of this document):

Calclmage Quantitative Imaging (requires Probelmage
acquisition package)

CalcZAF Standalone ZAF with electron/x-ray range and
detection modeling

Calibrate JEOL (8200/8900/8500 only) spectrometer
and stage limit calibration utility

CalMAC Mass absorption coefficient calculations

Coat Calculates evaporation coating thickness from
wire diameter and length

Drift Search all files for standard intensities for a
specified condition

Evaluate Plot k-ratios or intensities versus composition
of standards

Faraday Faraday cup and beam utility

GunAlign JEOL (8200/8900/8500 only) and Cameca
(SX100/SXFive) Gun alignment utility

Monitor JEOL (8900/8200/8500 only and
Cameca (SX100/SXFive) instrument monitor utility
Remote Automation utility for Excel to
instrument interface, optional

Search Utility to search for text or samples within a
probe database file

Stage General stage and digitizing utility
StartWin General spectrometer and counting utility
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Installation > Installation

Removing Probe for EPMA

To properly uninstall Probe for EPMA Xtreme, it is highly
recommended to use the Add/Remove Programs applet in
the Control Panel. This will insure that any "shared"
components are properly removed from the system. Some
files created by the user may need to be removed manually
after the uninstall. Please contact Probe Software if
necessary for more information.




Installation > Installation

Copy Protection

Probe for EPMA has no copy protection for off-line processing
of data or for running the program in "demonstration" mode.
Please see the License Agreement section above for details
on how you may copy Probe for EPMA Xtreme.

However, to run Probe for EPMA under any real-time
interface mode (See "InterfaceType" in the PROBEWIN.INI
file) other than demonstration mode requires a registration
code, only available from Probe Software.

The first time you run the software and make a connection to
your microprobe the program will prompt you with a serial
number and request a corresponding registration code. This
registration code is available from Probe Software by
supplying the displayed serial number. Once you obtain the
registration code from Probe Software, simply enter it in the
text field and you will never be prompted again.

If  you get the error: "Error  returned from
DCC20AX_MasterReset (error code = 273)" then either your
special hardware is not properly configured or it is not
present and cannot therefore be run in any mode other than
the demonstration interface (or off-line reprocessing mode).



Installation




Configuration Files

There are several configuration file used by Probe for EPMA
and its companion programs. They are all editable ASCII
files and may be edited (carefully!) by the user for
customizing the microprobe configuration by using any text
editor such as Windows NotePad. Please contact Probe
Software for help with these procedures if necessary.
Always remember to make copies of your original and
current configuration files before making any changes to
them. The following files are used by Probe for EPMA for
configuration purposes and read in the order listed :

PROBEWIN.INI
CRYSTALS.DAT
ELEMENTS.DAT
MOTORS.DAT
SCALERS.DAT
DETECTORS.DAT

The PROBEWIN.INI file and other Probe for EPMA
configuration files will be in the C:\ProgramData\Probe
Software\Probe for EPMA directory. These files will be
automatically installed in the correct directories by the
setup program.

More:

1 Constants for array declarations
1 PROBEWIN.INI

JELEMENTS.DAT

1CHARGES.DAT

1 CRYSTALS.DAT

1 MOTORS.DAT

1SCALERS.DAT

1 DETECTORS.DAT
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Installation > Configuration Files

Constants for array declarations

Some configuration file parameter allowable ranges are
defined using the following constant declarations.

' New integrated intensity background fit parameter (on each side of scan)
Global Const MAX_INTEGRATED_BGD_FIT% = 50

Global Const MAX_ENERGY_ARRAY_SIZE% = 10

Global Const MAX_THROUGHPUT_ARRAY_SIZE% = 20

' Based on Cameca SX100 set times

Global Const KILOVOLT_SET _TIME! = 6#

Global Const BEAMCURRENT_SET_TIME_CAMECA! = 10#
Global Const BEAMCURRENT_SET_TIME_JEOL! = 12#
Global Const BEAMSIZE_SET_TIME! = 2#

Global Const HYSTERESIS_SET_TIME! = 12#

Global Const COLUMNCONDITION_SET_TIME! = 25#
Global Const BEAMMODE_SET _TIME! = 1#

Global Const PENEPMA_MATERIAL_TIME# = 4# "in seconds to init Penepma for demo
EDS (running material.exe, per compositional element)
Global Const PENEPMA_STARTUP_TIME# = 15# "in seconds to init Penepma for demo

EDS (starting penepma.exe)

Global Const PENEPMA_WDS_SYNTHESIS_TIME# = 20# 'in seconds for demo WDS
spectrum synthesis (per analyzed element)

Global Const BOUNDARYNUMBEROFPOINTS& = 100 " number of boaundary points for
cluster digitize

' Special folders for system

Global Const SpecialFolder_CommonAppData = &H23 ' for all Windows users on this computer
[Windows 2000 or later]

Global Const SpecialFolder_AppData = &H1A ' for the current Windows user (roaming), on
any computer on the network [Windows 98 or later]

Global Const SpecialFolder_LocalAppData = &H1C ' for the current Windows user (non
roaming), on this computer only [Windows 2000 or later]

Global Const SpecialFolder_Documents = &H5 ' the Documents folder for the current Windows
user

' VB trappable errors

Global Const VB_OutOfMemory& = 7

Global Const VB_FileNotFound& = 53

Global Const VB_FileAlreadyOpen& = 55

Global Const VB_UnrecognizedDatabaseFormat& = 3343

'Global Const SW_HIDE& =0




Global Const SW SHOWNORMAL& =1



Installation > Configuration Files =

PROBEWIN.INI

The main configuration file used by Probe for EPMA is
PROBEWIN.INI. This file is located in the Probe for EPMA
program data (usually C:\ProgramData\Probe
Software\Probe for EPMA). This is a windows
initialization file used only by Probe for EPMA and its
companion programs. A number of "shared" components
are installed to the Windows system folder and they are |
automatically registered by the installation program. All
single value parameters (e.g., the number of stage motors)
used by Probe for EPMA and its companion programs are
specified in this PROBEWIN.INI file.

The PROBEWIN.INI file has a standard Windows .INI file
structure. That is, it consists of several distinct sections
designated by a section name enclosed in square [ 1]
brackets. Each section then contains one or more distinct
keywords to specify various single value probe
configuration values. These values can be integer or string
values. Strings need to be enclosed in double quotes if the
string contains blanks. Real number values are read as
strings and then converted to single or double precision
real numbers. Boolean (true or false) values are read as
integer values where 0 is false and any non-zero value is
true.

The following section describes each section and the
keyword definitions for each. The allowable range and the
default value loaded if the keyword is not found in the file is
given for each keyword.

More:

1[General]
1[Software]

1 THarAdwaral
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[Generall

KiloVolts=15

TakeOff=40

BeamCurrent=30.
BeamSize=2
Magnification=400
MagnificationAnalytical=4000
Magnificationlmaging=100

BeamMode=1 ; 0 = analog spot, 1 = analog scan, 2 =
digital spot

Aperture =1 ; aperture 1 is default (JEOL only)
OxideOrElemental=2 ; 1 for oxide or 2 for elemental

PeakCenterMethod=1 ; O for interval, 1 for parabolic, 2 for
ROM based

DebugMode=0

UserName="Probe User"

Title="Probe for EPMA Xtreme Demonstration Run for JEOL
Hardware"

Description="By John Donovan and Probe Software, Inc."
FileViewer="NOTEPAD.EXE"
CustomLabell="Department"

CustomLabel2="Account #"

CustomLabel3="Group"

CustomTextl="Analytical Chemistry"

CustomText2=""

CustomText3="Microscopy"
SMTPServerAddress="smtp.probesoftware.com"
SMTPAddressFrom="donovan@probesoftware.com"
SMTPAddressTo= “donovan@probesoftware.com”
SMTPUserName="donovan"
UseWavFileAfterAutomationString=""
PeakCenterSkipPBCheck=0

NominalBeam=1.0
InstrumentAcknowledgementString=""

KiloVolts=15
This keyword specifies the typical operating voltage of the



microprobe. This value will be used as a default value for
initialization. The default value can be changed at any time
during the data acquisition process from the Acquire! window in
Probe for EPMA or from the Analytical | Operating Conditions
menu item in Standard. The allowed kilovolt range is 1 to 100
keV. The default value is 15 keV.

If the OperatingVoltagePresent flag is true then the software will
attempt to set the operating voltage through the software
interface when the first data acquisition is performed.

TakeOff=40.0

This keyword specifies the actual x-ray take-off angle of the
microprobe. This value can be changed during the data
acquisition process, but is generally not modified. However for
modeling various experimental effects, this value can be
changed from the Analytical | Operating Conditions menu item
in Standard. Typically JEOL and Cameca = 40 and ARL = 52.5.
The allowed takeoff range is 1 to 90 degrees. The default value
is 40 degrees.

BeamCurrent=30. ! SX-50/51/100 and JEOL 8900/8200
only

This keyword is used to determine the default beam current in
nano-amps. This parameter is used simply for documentation
purposes unless the hardware interface supports beam current
control as specified by the BeamCurrentPresent keyword in the
[Hardware] section below. The allowed beam current range is
0.1 to 1000 nA. The default value is 30 nA.

BeamSize=2 ! SX-50/51/100 and JEOL 8900/8200 only

This keyword is used to determine the default beam size in
microns. This parameter is used simply for documentation
purposes unless the hardware interface supports beam size
control as specified by the BeamSizePresent keyword in the
[Hardware] section below. The allowed beam size range is 1 to
1000 u. The default value is 2 u.



Magnification=400 ! SX-50/51/100 and JEOL 8900/8200
only

This parameter is used to set the default magnification for
general use. The default is 400 and the allowed range is 10 to
100000.

MagnificationAnalytical=4000 ! SX-50/51/100 and
JEOL 8900/8200 only

This parameter is used to set the default magnification for
analytical acquisition (standard, unknown and wavescan
samples). The default is 4000 and the allowed range is 10 to
100000.

Magnificationlmaging=100 ! SX-50/51/100 and
JEOL 8900/8200 only

This parameter is used to set the default magnification for
image acquisition (Imaging and Digitize Image). The default is
100 and the allowed range is 10 to 100000.

BeamMode=1

This parameter sets the default beam mode for the program. A
value of 0 forces an analog spot mode (for normal analysis), 1
for analog scan (for normal analysis at high magnification or
analog imaging) and 2 for digital spot (only for digital imaging
and not normally selected as the default beam mode). This
value can be changed by the user in the Analytical Conditions
dialog.

Aperture =1 ; aperture 1 is default (JEOL only)

The keyword defines the default aperture. Note that this value is
only used by the JEOL 8900/8200/8500 interface for setting the
beam current. See [hardware] section
JeolCondenserCalibrationSetting keywords. The default is
aperture 1 and the allowable range is 1 to 4.

OxideOrElemental=2



This keyword is used to determine the default option for oxide
calculations (oxygen calculated by stoichiometry based on the
element cation ratios for each sample) for starting the first
sample of a new Probe for EPMA run. It can be changed at any
time during the acquisition or analysis process by the user. For
default elemental analysis enter 2, for default oxide analysis,
enter 1. The default value is 2 for elemental analysis.

PeakCenterMethod=1
This keyword is used to determine the default peak center
method used by the program. The valid values are :

- 0 for interval halving
- 1 for parabolic peak fit
- 2 for ROM based peak center !
SX100/SXFive, JEOL 8900/8200/8500/8x30 only

The default is the parabolic peak fit. Note that JEOL 8900/8200
probes have options for various ROM peaking methods including
parabolic ROM, Brent’'s Maxima ROM and Gaussian ROM in
addition to two Dual ROM methods (Maxima for LIF crystals and
Parabolic for other crystals and Maxima for LIF and Gaussian for
other crystals plus a new Highest Intensity option (using
smoothed intensities).

To increase the default ROM scan width decrease the Peakscan
Size (line 16) or increase the LiF Peaking Start Size (line 19) in
the SCALERS.DAT file

Note that within the application, the ROM based peak scans are
based on the Peaking Count Time divided by 4 and the number
of Peak Scan Points. The ROM scan width is determined by the
Peaking Start Size.

DebugMode=0
This keyword specifies if the program is to start up in the so
called "debug" mode. This option may be useful for certain



trouble-shooting situations. The Probe for EPMA program will
always save a user data file with DebugMode turned off. Change
this parameter in the PROBEWIN.INI to any non-zero value to
force the program to start up in "debug" mode for trouble-
shooting purposes. The default is 0 to not start in debug mode.

UserName="Probe User"

This keyword specifies the default user name for the file
information table in the various Probe for EPMA database
files. It may be modified for a maximum character length of 64
characters. The default value is "User Name".

Title="Probe for EPMA Demonstration Run"

This keyword specifies the default run title for the file
information table in the various Probe for EPMA database
files. It may be modified for a maximum character length of 64
characters. The default value is "File Title".

Description="By John Donovan and Probe Software, Inc."
This keyword specifies the default file description for the file
information table in the various Probe for EPMA database
files. It may be modified for a maximum character length of 64
characters. The default value is "File Description®.

FileViewer="NOTEPAD.EXE"

This keyword is used to determine the default file viewer that is
to be run to view the disk log file. The default file viewer is
Windows NotePad. Note, that a more robust file viewer such as
TextPad may be substituted instead. TextPad is a shareware text
editing program that is available any many FTP sites. Please
contact Probe Software for help in obtaining TextPad.

CustomLabell="Department”

CustomLabel2="Account #"

CustomlLabel3="Group"

This keyword is used to define the first custom database field
label in the user database application. These fields are also



visible in the File Information window for each Probe for EPMA
application database. The defaults are "Department", "Account
#" and "Group".

CustomTextl="Analytical Chemistry"

CustomText2=""

CustomText3="Microscopy"

This keyword is used to define the defaults for first, second and
third custom database fields in the user database application.
These fields are also visible in the File Info window for each
Probe for EPMA application database. The defaults are blank.

SMTPServerAddress="smtp.probesoftware.com"
SMTPAddressFrom="donovan@probesoftware.com"
SMTPAddressTo="donovan@probesoftware.com"
SMTPUserName="donovan"

These keywords are to be used for e-mail notification of real-
time automation errors. If these SMTP fields are valid and the
option "E-mail Notification of Errors" is checked in the
Automation Options dialog, then any real-time errors (for
example, a blown filament message) will be trapped and
forwarded to the address indicated. This option is only available
for automation procedures initiated from the Automate! window.

SMTPServerAddress: must be a secure email server
SMTPAddressFrom:  only used for documentation
purposes

In addition, a "progress report" message will be sent every 8
hours to the e-mail address specified in order to give positive
notification of the normal functioning of the instrument during
especially long runs.

Note that the first time the automated acquisition is started and
the E-mail Notification of Errors option is checked then the
program will prompt the user for the password for the specified
user email account. This password will be retained only for the



duration of the currently open probe run.

UseWavFileAfterAutomationString=""

This parameter specifies a .WAV audio file to be played after
automation in ProbeWin or Stage has been completed. If the
WAV file is located in the application folder or a folder in the
system path then the filename only can be specified. If the file
is located in another folder, the complete path must be
designated.

PeakCenterSkipPBCheck=0

This parameter sets the default value for the “Skip P/B Check
Before Peaking” option in the Peaking dialog. If this option is
non-zero the program will automatically check that box when
the dialog is loaded. Until it is unchecked by the user.

NominalBeam=1.0

This keyword specifies the beam current normalization constant.
The x-ray intensities will be displayed normalized to this value.
For example, if the nominal beam current is set to 20 nA, then
all intensities will be displayed as cps per 20 nA. If the nominal
beam current is 1.0 then the x-ray intensities will be displayed
as cps per nA.

The default nominal beam current is equal to the default beam
current unless the value s explicitly defined in the
PROBEWIN.INI file.
InstrumentAcknowledgementString=""

This keyword is utilized in the Report button in the Analyze!
window to acknowledge funding and or other institutional
support. If this keyword is not empty, the program will print this
string at the end of the report output to the log window for the
user.

Generally this string is edited for something along the lines of
“This instrument was supported by funding from NSF (EAR-



0394756382) and NASA (NNX45409AF08G) and matching
support from the University of California at Berkeley”



[Software]

LogWindowFontName="Courier New"
LogWindowFontSize=10
AcquirePositionFontSize=9
AcquireCountFontSize=10
LogWindowlnterval=0.5
RealTimelnterval=0.2
AutomateConfirmDelay=10.0
EnterPositionsRelative=1
UpdatePeakWaveScanPositions=1
MaxMenuFileArray=4
ExtendedFormat=0
MACTypeFlag=1
PositionImportExportFileType=2
DeadtimeCorrectionType=1
AutoFocusStyle=1
AutoFocusinterval=5
BiasChangeDelay=2.0
UseEmpiricalPHADefaults=0
KilovoltChangeDelay=1.0
BeamCurrentChangeDelay=1.0
BeamSizeChangeDelay=0.5
LogWindowBufferSize=524288
CommandPacinglinterval=0
PeakOnAssignedStandards=0
PrintAnalyzedAndSpecifiedOnSameLine=0
NoMotorPositionLimitsChecking=0
UserDataDirectory="C:\UserData"
ExtendedMenu=0

AutoAnalyze=0
FaradayAlwaysOnTop=0
ColumnConditionChangeDelay=5.0
SurferOutputVersionNumber=7
SelPrintStartDoc=1
UseMultiplePeakCalibrationOffset=0
UseWideROMPeakScanAlways=0
UseCurrentConditionsOnStartUp=1



UseCurrentConditionsAlways=0
DefaultVacuumuUnitsType=0

DefaultCorrectionType=0

DefaultZAFType=1

PENDBASE Path="C:\Userdata\Penepmal2\Pendbase"
PENEPMA_Path="C:\Userdata\Penepmal2\Penepma"
PENEPMA_Root="C:\Userdata\Penepmal2"

PENEPMA PAR Path="C:\Userdata\Penepmal2\Penfluor"
ForceNegativeKratiosToZero=0
AutolncrementDelimiterString="_"
UselLastUnknownAsWavescanSetup=0

UserSpecifiedOutputSampleName=1
UserSpecifiedOutputLineNumber=1
UserSpecifiedOutputWeightPercent=1
UserSpecifiedOutputOxidePercent=0
UserSpecifiedOutputAtomicPercent=1
UserSpecifiedOutputTotal=0
UserSpecifiedOutputDetectionLimits=0
UserSpecifiedOutputPercentError=0
UserSpecifiedOutputStageX=1
UserSpecifiedOutputStageY=1
UserSpecifiedOutputStageZ=1
UserSpecifiedOutputRelativeDistance=0
UserSpecifiedOutputOnPeakTime=0
UserSpecifiedOutputHiPeakTime=0
UserSpecifiedOutputLoPeakTime=0
UserSpecifiedOutputOnPeakCounts=0
UserSpecifiedOutputOffPeakCounts=0
UserSpecifiedOutputNetPeakCounts=0
UserSpecifiedOutputKraw=1
UserSpecifiedOutputDateTime=1
UserSpecifiedOutputKratio=0
UserSpecifiedOutputZAF=0
UserSpecifiedOutputMAC=0
UserSpecifiedOutputStdAssigns=0
UserSpecifiedOutputSampleNumber=1



UserSpecifiedOutputSampleConditions=0
UserSpecifiedOutputFormula=0
UserSpecifiedOutputTotalPercent=0
UserSpecifiedOutputTotalOxygen=0
UserSpecifiedOutputTotalCations=0
UserSpecifiedOutputCalculatedOxygen=0
UserSpecifiedOutputExcessOxygen=0
UserSpecifiedOutputZbar=0
UserSpecifiedOutputAtomicWeight=0
UserSpecifiedOutputOxygenFromHalogens=0
UserSpecifiedOutputHalogenCorrectedOxygen=0
UserSpecifiedOutputChargeBalance=0
UserSpecifiedOutputFeCharge=0

UserSpecifiedOutputSpaceBefore=0
UserSpecifiedOutputAverage=0
UserSpecifiedOutputStandardDeviation=0
UserSpecifiedOutputStandardError=0
UserSpecifiedOutputMinimum=0
UserSpecifiedOutputMaximum=0
UserSpecifiedOutputSpaceAfter=0

UserSpecifiedOutputUnkintfCorsFlag=0
UserSpecifiedOutputUnkMANAbsCorsFlag=0
UserSpecifiedOutputUnkAPFCorsFlag=0
UserSpecifiedOutputUnkVolEICorsFlag=0
UserSpecifiedOutputUnkVolEIDevsFlag=0

UserSpecifiedOutputOxideMolePercentFlag=0

UserSpecifiedOutputStandardPublishedValuesFlag=0
UserSpecifiedOutputStandardPercentVariancesFlag=0
UserSpecifiedOutputStandardAlgebraicDifferencesFlag=0
UserSpecifiedOutputRelativeLineNumber=1

UserSpecifiedOutputBeamCurrent=0
UserSpecifiedOutputAbsorbedCurrentFlag=0



UserSpecifiedOutputBeamCurrent2=0
UserSpecifiedOutputAbsorbedCurrent2Flag=0

NthPointAcquisitionlnterval=10

GeologicalSortOrder=0

DefaultLIFPeakWidth=0.08
ThermoNSSLocalRemoteMode=0

MonitorFontSize=10

JEOLSecurityNumber=0
UseCurrentBeamBlankStateOnStartUpAndTermination=0
ShowAllPeakingOptions=0
ForceSetPHAParametersFlag=0
CalcZAFDATFileDirectory= “C:\UserData\CalcZAFDATData”
ColumnPCCFileDirectory= “C:\UserData\ColumnPCCData”
SurferDataDirectory="C:\UserData\SurferData"
DemolmagesDirectory="C:\UserData\Demolmages"

DoNotRescaleKLM=0

UsePenepmaKratiosLimit=0
PenepmaKratiosLimitValue=90
PenepmaMinimumeElectronEnergy=1.0
SurferPlotsPerPage=4 ;mustbel,4o0r9

UserlmagesDirectory="C:\Userimages"
UserEDSDirectory="C:\UserEDS"
UserCLDirectory="C:\UserCL"
UserEBSDDirectory="C:\UserEBSD"

GrapherAppDirectory=""

SurferAppDirectory=""

SurferPlotsPerPagePolygon=3 ;mustbel,30r8
ProbeSoftwarelnternetBrowseMethod=0
UseFluorescenceByBetalinesFlag=1

StrataGEMVersion=6

MenuFlagArray[n]="" ' do not edit



LogWindowFontName="Courier New"

Enter the default font for use in the log window. Generally a
fixed spacing (not proportional) font such as Courier or New
Courier should be used for best results. The font must be
already be installed in Windows. The log window font can also
be changed from the Output | Log Window Font menu item in all
programs. The default font name is "Courier New".

LogWindowFontSize=10

Enter the default font point size for use in the log window. If the
actual point size is not available, Windows will use the nearest
available font size. The log window font can also be changed
from the Output | Log Window Font menu item. The allowable
range is 6 to 32. The default font size is 10.

AcquirePositionFontSize=12

Enter the font size for the Acquire Window motor position
display. Generally use the largest font that will allow the motor
positions to fill the display area without wrapping to the next
line. The allowable range is 6 to 32. The default position font
size is 12.

AcquireCountFontSize=12

Enter the font size for the Acquire Window time and counter
display. Generally use the largest font that will allow the timer
and counter values to fill the display area without wrapping to
the next line. The allowable range is 6 to 32. The default count
font size is 12.

LogWindowinterval=0.5

Enter the time interval in seconds for the log window buffer to
be updated. The allowable range is 0.1 to 10 seconds. The
default value is 0.5 seconds.

RealTimelnterval=0.2
Enter the time interval in seconds for the microprobe position



and counter displays to be refreshed. The allowable range is 0.1
to 10 seconds. The default is 0.2 seconds.

AutomateConfirmDelay=10.0

Specifies the amount of time in seconds to wait after removing
the faraday cup before starting the sample x-ray count
acquisition. Generally used for microprobes equipped with a
beam current aperture to allow time for beam stabilization or
stage x, y, z position adjustment. The allowable range is 0 to
100 seconds. The default value is 10 seconds.

EnterPositionsRelative=1

Specifies whether the Element Setup dialog uses relative or
absolute off-peak position entry as a default. Specify 1 for
relative off-peak position entry for the default. The default value
is O for absolute off-peak position entry.

UpdatePeakWavescanPositions=0

Specifies whether the peak center routine updates the peakscan
and wavescan limits (in addition to the off-peak positions) after
a peak center. Specify 1 to have the program to update the
peakscan and wavescan limits after a peak center. The default
value is 0 for no update.

MaxMenuFileArray=4

Specifies the number of previously opened Probe for EPMA
files that appear on the File menu. Simply click the file name in
the file list and the file will be opened. The program will
automatically create entries in the INI file that will appear
similar to "MenuFlagArray[n]=" where n is an integer and a
recently opened file will be inserted are the equal sign. These
lines should not be edited.

ExtendedFormat=0

Specifies whether the default log window output is extended
format mode (more than 8 elements per row) or not. The default
value is false for 8 elements per row of output. This mode is



best for portrait mode printing, but uses additional vertical
screen space.

MACTypeFlag=1

Specifies the default MAC (mass absorption coefficient) file used
in the matrix calculations. Note that the MCMASTER.DAT file
does not contain values for emitting energies below 1 keV.

LINEMU.DAT (Henke < 10 keV) =1

CITZMU.DAT (Heinrich, Armstrong) = 2

MCMASTER.DAT McMaster (from Rivers) = 3

MAC30.DAT Heinrich (fit to Goldstein table) = 4

MAC)TA.DAT (Armstrong MACCALC program) =5

FFAST.DAT (Chantler 2005 tabulation from
Ritchie) = 6

USERMAC.DAT (User defined MAC table for user
specified values) = 7

To obtain mass absorption coefficients for elements 93 and
above, the USERMAC.DAT file should be created using the
MAC30.DAT file as its “basis” and then updated using the
USERMAC.TXT file from CalcZAF. The USERMAC.TXT file contains
the database values from the Institute of Transuranium
Elements. The reference is:

|. R. Farthing and C. T. Walker, Heinrich's Mass Absorption
Coefficients for the K, L and M Lines, The European Commission,
Institute for Transuranium Elements, Karlsruhe, Report
K0290140,

1990

PositionimportExportFileType=1
Specifies the default position file import and export format.
There are two types (type = 1 or type = 2) used by Probe for
EPMA and its companion programs.

Type = 1 format is the original (default) format specified in the



Import or Export Position Samples section below.

Type = 2 format is a new import/export position file format that
contains two additional integer and a string field which allows
the analytical sample setup number and digitized autofocus flag
and file setup name to be specified. Note that the sample setup
number and the file setup name should be the same for all
positions in a single position sample. To convert an original
format .POS file (type=1) to the new format (type=2), simply
add two columns of zeros and a column of double quotes to the
file using a text editor or spreadsheet program (comma, space
or tab delimited).

If it is intended to use an off-line stage for digitizing of
analysis positions, it is recommended that the operator
use the type = 2 format for standard, unknown and
wavescan digitizing with sample setup numbers or file
setup names. The only valid values for this parameter
are 1 or 2.

DeadtimeCorrectionType=1

Specifies the default deadtime correction type. There are two
types supported, the normal expression (type = 1) and a high
precision variation (type = 2) for use when the count rate
exceeds 50K cps. The default expression is the normal
expression. The only valid values for this parameter are 1 or 2.

Use the high precision deadtime expression when the
instrument utilizes an electronically forced deadtime. In this
case the deadtime is truly a constant parameter and can be
experimentally determined to two or even three significant
digits, allowing the precision deadtime expression to be used to
significant advantage.

AutoFocusStyle=1 ! SX-50/51/100 and JEOL 8900/8200
only
Specifies the default auto focus style used during automated



acquisitions. This option is ignored if the AutoFocusPresent
parameter in the [Hardware] section is not set. There are
several varieties for the auto focus style, as shown in the
following list:

1 = auto focus on a new position sample only
2 = auto focus on every point
3 = auto focus using the digitized auto focus flags

4 = auto focus using the specified auto focus
interval

AutoFocusinterval=5 ! SX-50/51/100 and JEOL
8900/8200 only

Specifies the default auto focus interval used during automated
acquisitions if the auto focus feature is selected and the interval
auto focus option is selected. This option is ignored if the
AutoFocusPresent parameter in the [Hardware] section is not
set. The default is an auto focus interval of 5 which means that
the program will attempt an auto-focus every 5 positions during
an automated acquisition.

BiasChangeDelay=2.0

Specifies the default time delay used when a change in detector
bias is performed on a spectrometer PHA. This delay is used to
allow the electronics sufficient time to settle before an
acquisition is started. The default is 2.0 seconds and the value
must be greater than or equal to zero and less than 100
seconds.

UseEmpiricalPHADefaults

Specifies whether to calculate PHA baseline, window, gain and
bias defaults based on fit coefficients from the EMPPHA.DAT file.
Only applicable when manually entering element setups. The
default is to not use empirical PHA defaults. Change the
UseEmpiricalPHADefaults flag to any non-zero value to use
empirical PHA defaults calculated from the fit coefficients from
the EMPPHA.DAT file. The format of the file is as shown here:
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"TAP" 32 1340 0.00 "Baseline" 0.001 1.00 0.000 0.00
"TAP" 32 1340 0.00 "Window" 0.001 10.00 0.000 0.00
"TAP" 32 1340 0.00 "Gain" 0.000 0.00 0.000 0.00
"TAP" 32 1340 0.00 "Bias" -89.430 1668.35 0.000 0.00
"LDEB" 64 1380 0.00 "Baseline" -0.070 0.56 0.000 0.00
"LDEB" 64 1380 0.00 "Window" 0.001 10.00 0.000 0.00
"LDEB" 64 1380 0.00 "Gain" 0.000 0.00 0.000 0.00
"LDEB" 64 1380 0.00 "Bias" -58.160 1701.24 0.000 0.00
"LDE1" 64 1390 0.00 "Baseline” 0.040 0.95 0.000 0.00
"LDE1" 64 1390 0.00 "Window" 0.001 10.00 0.000 0.00
"LDE1" 64 1390 0.00 "Gain" 0.000 0.00 0.000 0.00
"LDE1" 64 1390 0.00 "Bias" -89.030 1656.12 0.000 0.00
"PET" 32 1240 5.00 "Baseline" 1.200 -0.27 2.030 -2.09
"PET" 32 1240 0.00 "Window" 0.001 5.00 0.000 0.00
"PET" 32 1240 0.00 "Gain" 0.000 0.00 0.000 0.00
"PET" 32 1240 0.00 "Bias" -100.570 1670.39 0.000 0.00
"TAP" 16 1340 0.00 "Baseline" 0.001 1.00 0.000 0.00
"TAP" 16 1340 0.00 "Window" 0.001 10.00 0.000 0.00
"TAP" 16 1340 0.00 "Gain" 0.000 0.00 0.000 0.00
"TAP" 16 1340 0.00 "Bias" -89.430 1668.35 0.000 0.00
"LDEC" 32 1390 0.00 "Baseline" 0.060 0.72 0.000 0.00
"LDEC" 32 1390 0.00 "Window" 0.001 10.00 0.000 0.00
"LDEC" 32 1390 0.00 "Gain" 0.000 0.00 0.000 0.00
"LDEC" 32 1390 0.00 "Bias" -59.120 1688.58 0.000 0.00
"LiF" 64 1440 8.00 "Baseline” 1.080 -0.38 0.630 -0.67
"LiF" 64 1440 0.00 "Window" 0.001 10.00 0.000 0.00
"LiF" 64 1440 0.00 "Gain" 0.000 0.00 0.000 0.00
"LiF" 64 1440 0.00 "Bias" -98.430 1841.70 0.000 0.00
"PET" 64 1480 0.00 "Baseline" 0.180 1.06 0.000 0.00
"PET" 64 1480 0.00 "Window" 0.001 5.00 0.000 0.00
"PET" 64 1480 0.00 "Gain" 0.000 0.00 0.000 0.00
"PET" 64 1480 0.00 "Bias" -106.100 1859.76 0.000 0.00
"TAP" 32 1340 0.00 "Baseline" 0.001 1.00 0.000 0.00
"TAP" 32 1340 0.00 "Window" 0.001 10.00 0.000 0.00
"TAP" 32 1340 0.00 "Gain" 0.000 0.00 0.000 0.00
"TAP" 32 1340 0.00 "Bias" -76.380 1749.55 0.000 0.00
"PET" 16 1540 5.40 "Baseline" 1.470 -0.46 0.840 -0.73
"PET" 16 1540 0.00 "Window" 0.001 5.00 0.000 0.00
"PET" 16 1540 0.00 "Gain" 0.000 0.00 0.000 0.00
"PET" 16 1540 0.00 "Bias" -95.530 1764.11 0.000 0.00
"LIF" 32 1370 8.00 "Baseline" 1.080 -0.38 0.630 -0.67
"LIF" 32 1370 0.00 "Window" 0.001 10.00 0.000 0.00
"LIF" 32 1370 0.00 "Gain" 0.000 0.00 0.000 0.00
"LIF" 32 1370 0.00 "Bias" -98.430 1841.70 0.000 0.00
"PET" 64 1680 0.00 "Baseline" 0.180 1.06 0.000 0.00
"PET" 64 1680 0.00 "Window" 0.001 5.00 0.000 0.00
"PET" 64 1680 0.00 "Gain" 0.000 0.00 0.000 0.00
"PET" 64 1680 0.00 "Bias" -106.100 1859.76 0.000 0.00



The first column indicates the “target” spectrometer number,
the second column the “target” crystal, the third column the
“target” gain value (JEOL instruments) , the fourth column the
“target” bias value (Cameca instruments), the fifth column the
keV threshold for whether to use the low or high fit coefficients,
the sixth column the data type (Baseline, Window, Gain or Bias
only). The next two columns are the low threshold linear fit
coefficients (slope and intercept) used to calculate the PHA
defaults. The last two columns are the high threshold linear fit
coefficients (slope and intercept) used to calculate the PHA
defaults.

In JEOL instruments the gain is considered “fixed” and the
baseline, window and bias are calculated. In Cameca
instruments either the gain or bias could be considered ‘fixed”,
but typically the bias is set just above the detector response
plateau and therefore can be considered “fixed”. In this case the
bias (+/- 10 volts) is the target value and the baseline, window
and gain are calculated.

The expression used to calculate the PHA parameters is shown
here:

Vou, =M X+D

where: m = the slope coefficient
b = the intercept coefficient
X = the natural log of the emission

line energy in keV
The program will automatically load PHA defaults values from

the SCALERS.DAT file if any of the following conditions are true
in the EMPPHA.DAT file:

- the spectrometer and crystal pair are not found



- the coefficient slope and intercept are both zero
- the PHA data type is not found

Also, if the keV threshold is zero, the program will always use
the low slope and intercept (assuming that they are not both
zero).

KilovoltChangeDelay=1.0 ! SX-50/51/100 and JEOL
8900/8200 only

Specifies the default time delay used when a change in the
operating voltage is performed. This parameter is only utilized if
the OperatingVoltagePresent flag is true. The default is 1.0
seconds and the valid range is from 0.0 to 100 seconds. A
change in the operating voltage will force a change in the beam
current (if available).

BeamCurrentChangeDelay=1.0 ! SX-50/51/100 and JEOL
8900/8200 only

Specifies the default time delay used when a change in the
beam current is performed. This parameter is only utilized if the
BeamCurrentPresent flag is true. The default is 1.0 seconds and
the valid range is from 0.0 to 100 seconds. A change in the
beam current will force a change in the beam size (if available).

BeamSizeChangeDelay=0.5 1 SX-50/51/100 and JEOL
8900/8200 only

Specifies the default time delay used when a change in the
beam size is performed. This parameter is only utilized if the
BeamSizePresent flag is true. The default is 0.5 seconds and the
valid range is from 0.0 to 100 seconds.

LogWindowBufferSize=32786

Specifies the default size of the Log window text buffer. The size
is limited to 32K on Win95 systems and only by the available
memory on Win NT systems. The default is 512 kbytes
(524288).



CommandPacinginterval=0

Specifies the number of system yields that are executed before
each "realtime" command is sent to the hardware interface. This
may improve system performance especially for serial
interfaces. The default is 0, the allowable values may be
between 0 and 100.

PeakOnAssignedStandards=0

Specifies the default mode for whether calibration of peak
positions for each element should be attempted on all standards
or for the standard assigned for that element. This value will be
used for a new run to load the Calibrate on Assigned Standards
check box in the Automate! window. The default is zero or false
to attempt peaking on all standards.

PrintAnalyzedAndSpecifiedOnSameLine=0

Specifies the default mode for whether analyzed and specified
element results in the log window should be printed out on the
same line. This flag may be used in conjunction with the
Extended Format flag to get all elements analyzed and specified
(up to 32) all printed out on one line in the log window. The
default is zero or false to print the specified elements on several
lines first and then print the analyzed elements on subsequent
lines next.

NoMotorPositionLimitsChecking=0 ! AM interface
only

Specifies whether the spectrometer motor position electrical
limit software check should be implemented during the crystal
flip procedure. This flag only applies to the AM (MCAPI) interface
using the original JEOL crystal flipping electronics. If this flag is
set to a non-zero value then the software will not check the
motor position limits during a crystal flip in both the manual and
automated software procedures. The default is zero or false to
check the motor position limits during a crystal flip procedure.

UserDataDirectory="C:\UserData"



Specifies the default directory that the user data files are stored
in. Normally this is "C:\UserData" but any other valid path may
be used.

ExtendedMenu=0

This flag is used to indicate if additional menus should be visible
in CalcZAF. These menus add calculations for comparing atomic,
mass and electron fraction first approximation calculations and
are not generally utilized by most users. The default is zero to
have these menu items not visible. Set the flag to a non-zero
value to make these items visible.

AutoAnalyze=0

This flag is used to indicate if Probe for EPMA should
automatically perform a quantitative analysis after each
analyzed standard or unknown data point. The default is zero to
not perform a quantitative analysis after each acquisition. Set
the flag to a non-zero value to have the program automatically
perform a quantitative analysis after each standard or unknown
acquisition.

FaradayAlwaysOnTop=0

This flag will specify whether the main window of the Faraday
applet (beam and faraday cup control) will be "always on top" of
all other forms. The default is 0 for not always on top. Set this
flag to a non-zero number if it is preferred that the Faraday
program main window should be "always on top".

ColumnConditionChangeDelay=10.0

Specifies the default time delay used when a change in the
column condition is performed on the microprobe. This delay is
used to allow changes in the electron column configuration
sufficient time to complete before an acquisition is started. The
default is 10.0 seconds and the value must be greater than or
equal to zero and less than 100 seconds.

SurferOutputVersionNumber=7



Specifies the default output format for the Surfer (from Golden
Software) OLE scripting .BAS file. This is necessary due to the
fact that there are subtle differences in the way VBA scripting is
implemented in different versions of Surfer. The default is 7 for
Surfer version 7.0 and the only allowed values are 6 for Surfer
6.0 or 7 and higher for Surfer 7.0. (Surfer 8 uses the same
format as Surfer 7). See the GRID file format in the Glossary for
more information.

SelPrintStartDoc=1

Specifies whether the print option for the Log window should
send nested StartDoc and EndDoc commands to the printer (the
default behavior). Because some printers will lock up when they
receive a nested StartDoc and EndDoc commands this option
allows this default behavior to be disabled if the flag is set to
zero. The default is non-zero for allowing nested StartDoc and
EndDoc commands to be sent to the printer.

UseMultiplePeakCalibrationOffset=0

This parameter specifies whether the software will calculate the
default spectrometer offset (from the theoretical peak position
to the actual peak position) using a fixed offset or based on
coefficients stored in the PROBEWIN-X.CAL file (where X is Ka,
Kb, La, Lb, Ma or Mb representing each of the x-ray line
families). Using this method the user can calibrate each crystal
on each spectrometer so that the default peak positions are
automatically updated for the proper position offsets based on
the spectrometer position and the measured offsets.

The PROBEWIN-X.CAL file contains, for each crystal on each
spectrometer, a number of elements and standards used for the
peak calibration process. Up to 5 element/x-ray/standard
combinations may be specified for each spectrometer/crystal
calibration in the system. The software will also store the
theoretical and actual (measured) peak positions for each peak
center along with the fit coefficients calculated using a 2"9 order
polynomial fit. The fit is based on the actual peak position



versus the measured offset from the theoretical peak position.

For example the spectrometer position offset is calculated using

the following equation:

F=F-F

Where 2. is the theoretical spectrometer peak position
P, is the actual (measured) spectrometer peak

position

The calculated offset is applied to the theoretical peak position
as follows:

P, =F-F,
Where 2. is the theoretical spectrometer peak position
A is the calculated spectrometer position offset

from above

Use the Peak/Scan Options dialog in program StartWin to
maintain and update these spectrometer peak positions offset
coefficients. The default offset is zero until the user performs
multiple peak calibrations. Note that if only a single x-ray line is
specified for the calibration procedure on a particular
spectrometer/crystal combination, the software will apply that
measured offset as a constant over the entire spectrometer
range. If two elements are specified, the software will apply a
straight line interpolation over the spectrometer range. If three
elements, then a polynomial fit is used.

UseWideROMPeakScanAlways=0
The “UseWideROMPeakScanAlways” forces the application to
always specify a “wide” ROM based peak scan for peaking the
spectrometers (SX100/SXFive only).

UseCurrentConditionsOnStartUp=0
UseCurrentConditionsAlways=0

The  “UseCurrentConditionsOnStartUp”  flag forces the
application to read the current kilovolts, beam current and beam
size state of the instrument when the application is first started.



The “UseCurrentConditionsAlways” flag forces the application to
read the current kilovolts, beam current and beam size state of
the instrument when the application is first started and to also
use the current instrument conditions when starting new
samples. This means that if you are in scan mode but the
sample analytical conditions are set to spot mode, the software
will use the current instrument scan mode (and magnification)
for the next sample that is acquired.

Use a non-zero value to turn on either flag in the software. If the
“UseCurrentConditionsOnStartUp” or
“UseCurrentConditionsAlways” flags are set, the column
conditions and PHA parameters existing on the instrument are
used as the default column conditions and PHA values. The
default for both flags is off (zero).

DefaultVacuumUnitsType=0
Default vacuum units display for vacuum.exe. Values: 0 =
Pascals, 1 = Torr, 2 = mbar, default = 0 for Pascal vacuum units.

DefaultCorrectionType=0

DefaultZAFType=1

Allows the user to set the default matrix correction type and the
default ZAF or Phi-Rho-Z type. The allowable values for Default
Correction Type are:

"ZAF or Phi-Rho-Z calculations"

"Constant Alpha Factors (single coefficient)"
"Linear Alpha Factors (double coefficient)"
"Polynomial Alpha Factors (triple coefficient)"
"Calibration Curve (multi-standard)"

~AWNRERO
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The allowable values for Default ZAF Type are:

= "Armstrong/Love Scott (default)"
= "Conventional Philibert/Duncumb-Reed"

1
2
3 = "Heinrich/Duncumb-Reed"



"Love-Scott I"

"Love-Scott II"

"Packwood Phi(pz) (EPQ-91)"
"Bastin (original) Phi(pz)"

"Bastin PROZA Phi(pz) (EPQ-91)"
"Pouchou and Pichoir - Full"

0 = "Pouchou and Pichoir - Simplified"
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You may not use a DefaultZAFType of 0 (individual selections) as
the default ZAF Type.

PENDBASE_Path="C:\Userdata\Penepmal2\Pendbase"
PENEPMA Path="C:\Userdata\Penepmal2\Penepma"
PENEPMA Root="C:\Userdata\Penepmal2"
PENEPMA PAR Path="C:\Userdata\Penepmal2\Penfluor"
The path for application files for creating Penepma (Penelope
Monte-Carlo simulation software for EPMA) input files are
specified here. Contact Probe Software if you are interested in
this utilizing this option to obtain the necessary PENEPMA and
sample files.

The PENEPMA Root is the folder where the base input files are
stored to optimize production of characteristic x-rays,
backscatter electrons, continuum or secondary x-rays.

Probe for EPMA (Standard.exe) supports Penepma06,
Penepma08 and Penepmal2. With Penepmal2 Probe for EPMA
allows calculation of secondary fluorescence from boundaries
quickly using Penfluor.exe, Fitall.exe and Fanal.exe.

The PENEPMA_PAR Path keyword can be utilized for performing
parallel calculations for PAR files with multiple applications
running simultaneously. This is to allow the more rapid
calculation of pure element and binary compositional range PAR
files for the entire periodic table is reasonable times.

For this purpose the PENEPMA PAR Path should be set to a



shared network folder and the CalcZAF or Probe for EPMA
setup.exe should be run multiple times and installed in multiple
folders, each with its own unique Penepma path statements
with the exception of the PENEPMA PAR_Path statements which
should all point to the shared network folder for storing the .PAR
files.

ForceNegativeKratiosToZero=0

This flag is used to force negative k-ratios to zero during the
matrix iteration. Normally this flag is zero to allow accurate
calculation of trace element concentrations where the average
value is close to zero. However the ForceNegativeKratiosToZero
flag can be used to force negative k-ratios to zero when, for
example, the background position offsets are interfered with
and the resulting negative concentrations are affecting the
overall matrix correction.

To force negative k-ratios to zero as the default simply set the
value to any non-zero value.

AutolncrementDelimiterString="_"

This parameter specifies the Auto Increment delimiter string
used in the Digitize window for automatically incrementing a
number (_ 001, 002, 003, etc.) that appended on the current
position sample name. The default delimiter string is an
underscore. Any string up to 12 characters long may be used.

UseLastUnknownAsWavescanSetup=0

This parameter allows the user to force the program to load
wavescan samples based on the last unknown sample as
opposed to the last wavescan sample. This is useful if you prefer
to always have the next wavescan sample based on the last
unknown sample in case it has been re-peaked or elements
added or subtracted from it.

The default is false (do not load wavescan samples based on
last unknown sample) to be backward compatible. Set this flag



to any non-zero number to force the program to load wavescan
samples based on the last unknown sample instead.

UserSpecifiedOutputSampleName=1
UserSpecifiedOutputLineNumber=1
UserSpecifiedOutputWeightPercent=1
UserSpecifiedOutputOxidePercent=0
UserSpecifiedOutputAtomicPercent=1
UserSpecifiedOutputTotal=0
UserSpecifiedOutputDetectionLimits=0
UserSpecifiedOutputPercentError=0
UserSpecifiedOutputStageX=1
UserSpecifiedOutputStageY=1
UserSpecifiedOutputStageZ=1
UserSpecifiedOutputRelativeDistance=0
UserSpecifiedOutputRelativeLineNumber=1
UserSpecifiedOutputOnPeakTime=0
UserSpecifiedOutputHiPeakTime=0
UserSpecifiedOutputLoPeakTime=0
UserSpecifiedOutputOnPeakCounts=0
UserSpecifiedOutputOffPeakCounts=0
UserSpecifiedOutputNetPeakCounts=0
UserSpecifiedOutputKraw=1
UserSpecifiedOutputDateTime=1
UserSpecifiedOutputKratio=0
UserSpecifiedOutputZAF=0
UserSpecifiedOutputMAC=0
UserSpecifiedOutputStdAssigns=0
UserSpecifiedOutputSampleNumber=1
UserSpecifiedOutputSampleConditions=0
UserSpecifiedOutputFormula=0
UserSpecifiedOutputTotalPercent=0
UserSpecifiedOutputTotalOxygen=0
UserSpecifiedOutputTotalCations=0
UserSpecifiedOutputCalculatedOxygen=0
UserSpecifiedOutputExcessOxygen=0
UserSpecifiedOutputZbar=0



UserSpecifiedOutputAtomicWeight=0
UserSpecifiedOutputOxygenFromHalogens=0
UserSpecifiedOutputHalogenCorrectedOxygen=0
UserSpecifiedOutputChargeBalance=0
UserSpecifiedOutputFeCharge=0

UserSpecifiedOutputSpaceBefore=0
UserSpecifiedOutputAverage=0
UserSpecifiedOutputStandardDeviation=0
UserSpecifiedOutputStandardError=0
UserSpecifiedOutputMinimum=0
UserSpecifiedOutputMaximum=0
UserSpecifiedOutputSpaceAfter=0

UserSpecifiedOutputUnkintfCorsFlag=0
UserSpecifiedOutputUnkMANAbsCorsFlag=0
UserSpecifiedOutputUnkAPFCorsFlag=0
UserSpecifiedOutputUnkVolEICorsFlag=0
UserSpecifiedOutputUnkVolEIDevsFlag=0

UserSpecifiedOutputOxideMolePercentFlag=0

UserSpecifiedOutputStandardPublishedValuesFlag=0
UserSpecifiedOutputStandardPercentVariancesFlag=0
UserSpecifiedOutputStandardAlgebraicDifferencesFlag=0

UserSpecifiedOutputBeamCurrent=0
UserSpecifiedOutputAbsorbedCurrentFlag=0
UserSpecifiedOutputBeamCurrent2=0
UserSpecifiedOutputAbsorbedCurrent2Flag=0

These flags are used to set the default data types for the User
Specified Output dialog which is accessed from the
Probewin.exe Output menu. The selections in the dialog are
automatically saved to your current probe database. The output
data defaults are shown above (zero = false, non-zero = true).



NthPointAcquisitioninterval=10

This keyword indicates the default value for the Nth Point
background acquisition method. In this method, the program
will measure the off-peak backgrounds on the first point on each
sample, but then re-use that point’s background intensity
measurements on subsequent data points instead of measuring
the off-peak intensity for each data point.

The program will continue to re-use the background intensities
until NthPointAcquisitionintervals have been acquired (or a new
sample started) at which time it will re-measure the off-peak
intensities and use those previously measured intensities for
subsequent off-peak intensities for another
NthPointAcquisitionlntervals.

GeologicalSortOrder=0

The Geological Sort Order defines the element sort order for the
sort button in the Analyze! window and for the sort option in the
JJD-2 and H.W. custom output formats available from the Output
menu. This flag can be changed within a probe run from the
Analytical | Analysis Options menu. The default is O for
traditional geological sorting (Si02, TiO2, Al203, etc.). Or enter
1 for low to high Z (atomic number) sorting or 2 for high to low
Z (atomic number) sorting.

DefaultLIFPeakWidth=0.08

Used to set the default LIF peak width for nominal interference
overlap percent calculations. Not used for actual quantitative
interference calculations. The default is 0.08 which is calibrated
for SX100/SXFive instruments with a 160mm focal circle. JEOL
instruments may require a slightly larger value for improved
accuracy of the nominal interference. Valid values range from
0.01 to O.1.

ThermoNSSLocalRemoteMode=0
This flag indicates whether the Thermo NSS portal server is
installed on the local or a remote computer. See also



EDS_IPAddress in the [hardware] section.

The default is 0 for local mode which means that both Probe for
EPMA and Thermo NSS are installed on the same computer.
Change the value to 1 to indicate that the Thermo NSS server
system is installed on a remote computer.

MonitorFontSize=10
Sets the default font size for the Monitor app display. Default =
10, valid range is between 6 and 32.

JEOLSecurityNumber=0

JEOL security number for connecting to 8230 and 8530
instruments. This number can be obtained from JEOL and needs
to be specified before a connection can be made to the
instrument.

UseCurrentBeamBlankStateOnStartUpAndTermination=0
This flag specifies that the program will use the current beam
blank state the instrument is already in, upon startup or
termination. The default is to use blank the beam upon startup
or termination. Set the flag to a non-zero value to allow the
program to use the current beam blank state when starting up
or terminating.

ShowAllIPeakingOptions=0

This flag specifies that the program will show or not show all
spectrometer peaking options if the interface type is 2 or 5
(JEOL 8900/8200/8500 or Cameca SX100/SXFive). The default is
to not show all peaking options if the interface is JEOL
8900/8200 or 8500 or Cameca SX100/SXFive. To show all
peaking options set the flag to a non-zero value.

ForceSetPHAParametersFlag=0

This flag will force the PHA parameters to be set during
acquisition even if the current PHA parameters on the
instrument are already set to the specified values. This flag is



only for special situations.

CalcZAFDATFileDirectory=
“C:\UserData\CalcZAFDATData”

This keyword specifies the default location of the CalcZAF Data
files (*.DAT) used by the CalcZAF.exe application for importing
intensity and compositional data. The default is the
C:\UserData\CalcZAFDATData.

ColumnPCCFileDirectory= “C:\UserData\ColumnPCCData”
This keyword specifies the default location of the Column Data
files (*.PCC) used by Probe for EPMA applications to save and
load instrument column condition settings. The default is the
C:\UserData\ColumnPCCData.

SurferDataDirectory="C:\UserData\SurferData"

This keyword specifies the default location of the Surfer
demonstration script files (*.BAS) used by Golden Software’s
Scripter application to automate gridding, plotting and
presentation graphics. The default is the
C:\UserData\SurferData.

DemolmagesDirectory="C:\UserData\Demolmages"

This keyword specifies the default location of the demonstration
image files (*.JPG, *.GIF, *.BMP) used by Probe for EPMA
applications demonstrate PictureSnap features. The default is
the C:\UserData\Demolmages.

DoNotRescaleKLM=0

Flag to specify the default zoom mode for re-scaling KLM
markers in the Plot Graph dialog. Set to a non-zero value to
force the program to NOT re-scale the KLM markers when the
wavescan plot is zoomed. The user can override this option in
the Plot Graph window by checking or unchecking the
appropriate checkbox in the KLM Markers frame.

UsePenepmaKratiosLimit=0



PenepmaKratiosLimitValue=90

These flags indicate whether Penepma derived k-ratios are to be
used for overloading alpha-factors calculated from one of the
analytical models in the Analytical | ZAF, Phi-Rho-Z, Alpha factor
and Calibration Curve Selections menu are to be limited to
concentrations below the specified limit value.

Set UsePenepmaKratiosLimit to a non-zero number to
enable this option. If the flag is true then the software will not
overload Penepma derived k-ratios for weight percent
concentration greater than the limit value specified (e.g., 90).

This option is to avoid using k-ratios that may be subject to
large imprecisions and that are normally a small component of
the calculation (i.e., at high concentrations of the emitting
element, the alpha factor for that element approaches 1.0).

The allowed range for the PenepmakKratiosLimitValue is from 50
to 99 percent.

PenepmaMinimumElectronEnergy=1.0

This keyword specifies the minimum electron energy the
Penepma Monte Carlo simulations will go down to for photon-
electron calculations. The default is 1.0 keV (1000 eV), the
allowed range is 0.001 to 10 keV.

UserlmagesDirectory="C:\Userimages"
UserEDSDirectory="C:\UserEDS"
UserCLDirectory="C:\UserCL"
UserEBSDDirectory="C:\UserEBSD"

These keywords specify the default location of other data types
for integration into Probe for EPMA. The UserlmagesDirectory
keyword specifies the location of Probe Image Prblmg image
files for background correction and matrix quantification using
Calclmage. The other keywords are for other data types for
utilizing the Hyper-Imaging features in Calclmage.



SurferPlotsPerPage=4

This keyword specifies the number of plots per page to output
from the Surfer Scripter application. The only legal values are 1,
4 and 9 plots per page.

GrapherAppDirectory=""

SurferAppDirectory=""

These are the application folders where the Golden Software
Grapher and Surfer Scripter.exe applications are found. This is
usually updated by Probe for EPMA automatically along with the
SurferOutputVersionNumber.

SurferPlotsPerPagePolygon=3 ; mustbe 1, 3 0r8

This parameter sets the default plots per page for the
Calclmage quantitative polygon extraction output. These values
can also be changed in the Surfer Scripter script for customized
output.

ProbeSoftwarelnternetBrowseMethod=0

Use this keyword to specify the Internet browse mode. A 0
(default) is for WWW, 1 for DVD browsing locally without an
Internet connection.  Requires Probe Software subscription
DVDs.

UseFluorescenceByBetalinesFlag=1

This flag enables fluorescence correction of beta lines to be
calculated. To skip this correction set this flag to a non-zero
value. The default is zero.

StrataGEMVersion=6

This flag is used to add a “$End” statement at the end of the
StrataGEM import file. Beginning with version 6 of StrataGEM a
$End statement is required at the end of the import file.

However, versions of StrataGEM prior to version 6 *cannot*
have a $End statement at the end of the StrataGEM import file
according to JF Thiot. Whatever happened to backwards



compatibility?

Anyway, the default StrataGEM version is 6, so Probe for EPMA
will add a $End statement to the end of the import file
automatically, unless the StrataGEMVersion keyword in the
Probewin.ini file [software] section is set to 4 or 5. Which means
that users with older versions of StrataGEM will have to edit
their Probewin.ini files manually.



[Hardwarel]

InterfaceType=0
NumberOfTunableSpecs=5
NumberOfStageMotors=3

JoystickXPolarity=0
JoystickYPolarity=1
JoystickZPolarity=0

SpecBacklashFlag=0
StageBacklashFlag=0
SpecBacklashType=1
StageBacklashType=1

FilamentStandbyPresent=0
FilamentStandbyType=0
FilamentStandbyExternalScript=""
EDSSpectralnterfacePresent=0
EDSSpectralnterfaceType=0

EDSThinWindowPresent=0
EDSInsertRetractPresent=0
EDSMaxEnergyThroughputPresent=0
EDSMCSInputsPresent=0

EDS_IPAddress=""
EDS_ServicePort=""

EDS ServerName="Local Server"
EDS LoginName="edx"
EDS LoginPassword="edx"

WDS IPAddress=""
WDS IPAddress2=""
WDS ServicePort=0
WDS_ServicePort2=0



DriverLogginglLevel=0
JeolMonitorinterval=400
JeolEOSInterfaceType=1
JeolEIKSVersionNumber=4
ThermalFieldEmissionPresent=0
LAB6FieldEmissionPresent=0

OperatingVoltagePresent=0
OperatingVoltageType=0

OperatingVoltageTolerance=0.002

BeamCurrentPresent=0
BeamCurrentType=0
BeamCurrentTolerance=0.02
BeamCurrentToleranceSet=0.01

BeamSizePresent=0
BeamSizeType=0

BeamModePresent=0
BeamModeType=1
MagnificationPresent=0
MagnificationType=1

ColumnConditionPresent=0
ColumnConditionType=0
ColumnConditionMethod=0
ColumnConditionString=""

Jeol8900PreAcquireString=""
multiple commands
Jeol8900PostAcquireString=""
separate multiple commands

AutoFocusPresent=0

; use commas to separate

; use commas to

AutoFocusType=0 ; 0 = parabolic, 1 = Gaussian, 2 =



maximum value

AutoFocusOffset=0

AutoFocusMaxDeviation=30
AutoFocusThresholdFraction=0.33
AutoFocusMinimumPtoB=1.4
AutoFocusRangeFineScan=100 ; 50-1000 points
AutoFocusRangeCoarseScan=600
AutoFocusTimeFineScan=20 ; 1-500 msec
AutoFocusTimeCoarseScan=20

ROMPeakingPresent=0

ROMPeakingType=0 ; 0 = internal, 1 = parabolic, 2 =
maxima, 3 = Gaussian
ROMPeakingParabolicThresholdFraction=0.33
ROMPeakingMaximaThresholdFraction=0.50
ROMPeakingGaussianThresholdFraction=0.33
ROMPeakingMaxDeviation=20.

AlwaysPollFaradayCupState=0

ScanRotationPresent=0
ScanRotation=0.0

DetectorSlitSizePresent=0
DetectorSlitSizeType=0
DetectorSlitPositionPresent=0
DetectorSlitPositionType=0
DetectorModePresent=0
DetectorModeType=0

MoveAllStageMotorsHardwarePresent=0

JeolCondenserCoarseCalibrationSettingLow=25
JeolCondenserCoarseCalibrationSettingMedium=35
JeolCondenserCoarseCalibrationSettingHigh=45
JeolCondenserFineCalibrationSetting=128



JeolCondenserCoarseCalibrationMode=0
JeolCondenserCoarseCalibrationBeamLow=30.4
JeolCondenserCoarseCalibrationBeamMedium=7.3
JeolCondenserCoarseCalibrationBeamHigh=1.68
JeolCondenserNumberOfApertures=1
JeolCoarseCondenserCalibrationDelay=0.1

SampleExchangePositionX=44.5
SampleExchangePositionY=1
SampleExchangePositionZ=11
SampleExchangePositionW=1

ReflectedLightintensity=63
TransmittedLightintensity=63

DisableSpectrometerNumber=0
SpectrometerROMScanMode=0 ; SX100/SXFive only, 0 =
absolute scan, 1 = relative scan
FilamentWarmUplnterval=2.0
TurnOffSEDetectorBeforeAcquisition=0
AutomationOverheadPerAnalysis=10.0

ReflectedLightPresent=0
TransmittedLightPresent=0
HysteresisPresent=0

SX100MoveSpectroMilliSecDelayBefore=100
SX100MoveSpectroMilliSecDelayAfter=10

SX100MoveStageMilliSecDelayBefore=100
SX100MoveStageMilliSecDelayAfter=10

SX100ScanSpectroMilliSecDelayBefore=200
SX100ScanSpectroMilliSecDelayAfter=200

SX100FlipCrystalMilliSecDelayBefore=200
SX100FlipCrystalMilliSecDelayAfter=200



MinMagWindow=40
MaxMagWindow=12000000

ImageShiftPresent=0
ImageShiftType=0

CLSpectralnterfacePresent=0
CLSpectralnterfaceType=0
CLInterfacelnsertRetractPresent=0

ThermoNSSVersionNumber="3.0"

MoveStageToleranceX=0.1
MoveStageToleranceY=0.1
MoveStageToleranceZ=0.1

InsertFaradayDuringStagejJogFlag=0

InterfaceType=0
Specify the hardware interface type to be used for microprobe
interface control. The following values are allowed :

0 = Demonstration mode (no hardware interface)
1 = Unused WDS

2 = JEOL 8900/8200/8500/8230/8530 interface

3 = Unused WDS

4 = Unused WDS

5 = Cameca SX100/SXFive interface

Note that specifying the wrong hardware interface could cause
the computer to "lock-up" if the hardware interface defined is
not actually present so be sure to consider the proper interface.
The default value is 0 for demonstration mode (no hardware
interface) and is always a safe mode.



Special note: when using the InterfaceType=2 (JEOL

8200/8900/8500/8x30 TCP/IP direct socket interface),
the parameter JeolEOSInterfaceType must be defined
as described below (1=8200, 2=8900, 3=8230/8530).

You may receive a “Function Level Timeout in Driver”
error message when you attempt to connect to the JEOL
instrument for one of the following reasons:

1. Any component of the TCP/IP communication is not set up
correctly or has been broken after setup, this includes:

a. Ethernet cable from the Probe for EPMA PC is not
connected to the Ethernet switch (also Ethernet cable from
switch to JEOL SC board is not connected)

b. Power to Ethernet switch is not on.

c. IP address on Probe for EPMA computer is not properly set
(should be manual IP assignment, no gateway, no DNS).

2. JEOL driver DLL file is not present in expected location on the
Probe for EPMA PC.

3. TCP/IP communications from the JEOL SC board, EOS board,
EDS board, and 0S-9 computer have been interrupted. This
lack of activity can be observed on the Ethernet switch. If
interrupted the normal fix is to recycle OPE power. On JEOL
8500 systems the fix is to restart SC communications.

4. The JEOL software can be used to attempt to restart the
monitor between the SUN/HP and the SC board. This is
accessed from the JEOL Menu - Connect EPMA System. This is
sometimes successful but if all the JEOL boards have been
interrupted OPE power cycle is necessary.

Cycling OPE Power ("white switch") should be done by the



microprobe operator. The switch is located on the back of the
8900 console or on the front of the 8200 column (same for
8500).

Special note: when using InterfaceType=5 (Cameca
SX100/SXFive direct socket interface), the spectrometer
dynamic offsets should always be zero. Therefore, use of
the Cameca Verify Spectrometers or SXLocal "veri spec”
commands are discouraged, to ensure that the recorded
spectrometer positions are in absolute spectrometer
values.

That is to say that the Cameca Verify Spectrometer
command may be used, but the multi-peak spectrometer
calibration feature will not provide an accurate calibration
of the theoretical spectrometer offsets since all
spectrometer positions will be relative, not absolute.
However, the use of the Stage verify command is perfectly
fine.

NumberOfTunableSpecs=5

Enter the actual number of tunable spectrometers (scanning) on
the microprobe. The allowable range is 0 to MAXTUNABLE%. The
default is 0 for no tunable spectrometers.

NumberOfStageMotors=3

Enter the actual number of stage motors on the microprobe. For
no stage control enter O, for X and Y motion only, enter 2, for X,
Y and Z motion, enter 3. The allowable range is 1 to MAXAXES%.
The default value is 0 for no stage motors.

JoyStickXPolarity=0

The joystick X axis polarity. Applied to the X axis on the joystick
to reverse the default direction of the motor. Change this value
to "1" to reverse the polarity of the X axis joystick axis. The
default value is 0.



Note: Joystick polarity values are used to set the Move window
spin button stage polarity even if a joystick is not used in the
system.

JoyStickYPolarity=0

The joystick Y axis polarity. Applied to the Y axis on the joystick
to reverse the default direction of the motor. Change this value
to "1" to reverse the polarity of the Y axis joystick axis. The
default value is 0.

Note: Joystick polarity values are used to set the Move window
spin button stage polarity even if a joystick is not used in the
system.

JoyStickZPolarity=0

The joystick Z axis polarity. Applied to the Z axis on the joystick
to reverse the default direction of the motor. Change this value
to "1" to reverse the polarity of the Z axis joystick axis. The
default value is 0. This parameter applies to 3-D joysticks only.

Note: Joystick polarity values are used to set the Move window
spin button stage polarity even if a joystick is not used in the
system.

JeolEOSInterfaceType=1

This parameter is used only for the JEOL instruments using the
TCP/IP direct socket interface (InterfaceType = 2). Values from 1
to 3 are valid. The default is 1 for the 8200. The reason for this
parameter is that the EOS (Electron Optics System) uses a
different TCP/IP packet structure for the 8200/8500 and
8230/8530 compared to the older 8900 packet structure.

JeolEOSInterfaceType = 1, ThermalFieldEmissionPresent = 0
8200
JeolEOSInterfaceType = 1, ThermalFieldEmissionPresent = 1
8500



JeolEOSInterfaceType = 2 8900 (TFE
flag not applicable)

JeolEOSInterfaceType = 3, ThermalFieldEmissionPresent = 0
8230
JeolEOSInterfaceType = 3, ThermalFieldEmissionPresent = 1
8530

Special note for the 8230/8530: All Probe for EPMA functions
work only if the JEOL PC-SEM software is in Observation mode.
Probe for EPMA returns errors for every EIKS function called if in
Comparison or Analysis mode.

JeolEIKSVersionNumber=4

The JEOLEIKSVersionNumber is used by the software to indicate
the current version of the JEOL EIKS interface. Use 3 for the
original JEOL EIKS (2009), use 4 or 5 for the JEOL EIKS 2012. The
default is 4. You can download the latest JEOL EIKS client
software from our ftp site.

[hardware] JEOLEIKSVersionNumber=3
Read mag
Set mag
Read hv
Set hv

[hardware] JEOLEIKSVersionNumber=4
Read beam size
Set beam size
Read probe scan (on/off)
Set probe scan (on/off)

[hardware] JEOLEIKSVersionNumber=5
Calibrate beam current (read condenser lenses)
Set beam current (set condenser lenses)
Read "sampling mode" spot vs. scan
Set "sampling mode" spot vs. scan



Read beam deflection position

Set beam deflection position

Read optical light (reflected/transmitted
Set optical light (reflected/transmitted
Set Analog channel (SE, BSE, etc.)

ThermalFieldEmissionPresent=0

This parameter determines whether a thermal field emission
gun is present. This parameter only affects the JEOL 8200/8500
and 8230/8530 and Cameca SXFive instruments at the present
time. The allowable values are 0 for not present and non-zero
for present. The default is zero for not present.

LAB6FieldEmissionPresent=0

This parameter determines whether a LaB6 emission gun is
present. This parameter is only valid for Cameca instruments at
the present time. The allowable values are 0 for not present and
non-zero for present. The default is zero for not present.

SpecBacklashFlag=0

This parameter is used to specify the default spectrometer
backlash mode for all spectrometer motion. Enter 0 for false or
any non-zero value for true. The default is 0 for no spectrometer
backlash.

StageBacklashFlag=0
This parameter is used to specify the default stage backlash
mode for stage motion from the Move dialog.

To set stage backlash options for standards, unknowns and
wavescans separately for when the automation is used, refer to
the Acquisition Options button in the Acquire! dialog. Note that
the StageBacklashFlag in the Move dialog overrides the
backlash options in the Acquisition Options dialog.

Enter O for false or any non-zero value for true. The default is 0
for no stage backlash.



SpecBacklashType=1

This parameter is used to indicate the spectrometer backlash
type. Specify 1 for Probe for EPMA to control the spectrometer
backlash, or 2 for ROM based backlash. The software backlash
values are specified in the MOTORS.DAT file, line 7. The
hardware ROM option is only available for certain hardware
interfaces that support machine based automatic backlash or
jog options (JEOL).

For JEOL 8900/8200/8500 instruments, this flag will enable the
JEOL spectrometer backlash parameters. The actual backlash
values are read from the MOTORS.DAT file, line 21 because the
JEOL read backlash values command does not function properly.
If the JEOL backlash values are changed in the JEOL software, be
sure that the MOTORS.DAT values are also edited if it is desired
that they be the same for both software packages.

StageBacklashType=1

This parameter is used to indicate the stage backlash type.
Specify 1 for Probe for EPMA to control the stage backlash, or
2 for ROM based backlash. The software backlash values are
specified in the MOTORS.DAT file, line 7. The hardware ROM
option is only available for certain hardware interfaces that
support machine based automatic backlash or jog options
(JEOL).

For JEOL 8900/8200/8500 instruments, this flag will enable the
JEOL stage backlash parameters. The actual backlash values
are read from the MOTORS.DAT file, line 21 because the JEOL
read backlash values command does not function properly. If the
JEOL backlash values are changed in the JEOL software, be sure
that the MOTORS.DAT values are also edited if it is desired that
they be the same for both software packages.

FilamentStandbyPresent=0
This parameter is used to specify whether the microprobe



hardware interface supports a filament standby mode for
turning the filament off using the software automation. Enter O
for false or any non-zero value for true. The default is 0 for no
filament standby hardware interface.

FilamentStandbyType=0

The filament standby type for tungsten instruments
(ThermalFieldEmissionPresent=0). The default is zero to just
reduce the heat to the standby level. To reduce the heat AND
turn off the HV, set FilamentStandbyType = 1. To only reduce
the HV but leave the heat on (LaB6 filaments), set
FilamentStandbyType = 2. To run an external script, set
FilamentStandbyType = 3.

If the instrument is a JEOL 8530 the FilamentStandbyType has
no effect, and this feature will simply close the gun valve (V1) in
filament standby mode (ON) and open the gun valve in filament
standby mode (OFF)- assuming the specimen vacuum is within
the allowable range.

FilamentStandbyExternalScript=""

The name of the external script to be run if the
FileamentStandbyType = 3. This can be any executable, e.qg.,
.exe, .bat, etc. The full path to the external script must be
specified, e.qg., “C:\UserData\Shutdown.bat”.

EDSSpectralnterfacePresent=0

This parameter defines whether a "spectrum" EDS interface is
present. This EDS spectrum interface acquires a complete EDS
spectrum for each analysis and saves it to the current probe
database. This way the user may change or add the elements to
analyze by EDS at any time, even in off-line mode.

Note that this spectral interface automatically acquires EDS
spectrum for standard samples as well as unknown samples
since the full net intensity calculation and matrix correction is
performed in Probe for EPMA. Enter O for false or any non-zero



value for true. The default is 0 for no EDS spectrum interface.

EDSSpectralnterfaceType=0

The EDS spectrum interface type. This interface acquires a full
spectrum for each acquisition and stores it in the probe
database for subsequent processing. Unlike the above EDS
“weight percent” interface, the user does not have to pre-define
the elements to be acquired by EDS. Note that EDS spectrum
acquisition is required for standards containing the element of
interest for EDS quantification. The following low level (full
spectrum acquisition) EDS interfaces are supported:

EDSSpectralnterfaceType = 0 ' Demonstration
EDS spectrum mode

EDSSpectralnterfaceType = 1 ' Unused EDS

EDSSpectralnterfaceType = 2 ' Bruker
RTIFCCLIENT spectrum interface

EDSSpectralnterfaceType = 3 ' Oxford Aztec
spectrum interface (not supported yet)

EDSSpectralnterfaceType = 4 ' Unused EDS

EDSSpectralnterfaceType = 5 ' Thermo NSS
TEPortal spectrum interface

EDSSpectralnterfaceType = 6 ' JEOL OEM

spectrum interface

Note that the Thermo NSS interface requires the
TEPortal.DIl and Socketdll.DIl files to be copied to the
PROBE application folder (or a folder in the system path
such as System32 or SysWOWG64). These files can be
found in the Thermo application folders in the TEPortal
folder under Program Files\Thermo Scientific\NSS.

Note that the Bruker RTIFCCLIENT interface requires the
RTIFCCLIENT.DLL file to be copied to the PROBE
application folder. Contact Probe Software if it is not



available.

EDSThinWindowPresent=0

If an ultra-thin window is used in the EDS system and combined
EDS-WDS analyses are being performed, the optical light source
must be turned off. This parameter is used to specify that an
ultra-thin window is present that could transmit some of the
optical light signal. Enter O for false or any non-zero value for
true. The default is 0 for no EDS thin window.

EDSInsertRetractPresent=0
EDSMaxEnergyThroughputPresent=0
EDSMCSInputsPresent=0

This keyword indicates if the EDS detector hardware supports
automatic insertion and retraction. The default is 0 for not
present. Change to a non-zero value to indicate the
insert/retract hardware is present.

The next keyword indicates that the maximum energy scale and
pulse processing time is read/write. The default is 0 for not
present. Change to a non-zero value to indicate the set/get max
energy and pulse processing throughput hardware is present.

The EDSMCSInputsPresent keyword is used to set the WDS
multi-channel spectrometer inputs for the proper element, x-ray
and crystal in the Thermo or Bruker software, if the MCS
hardware is present. Change to a non-zero value to indicate the
MCS WDS inputs channel hardware is present.

EDS IPAddress=""

For certain EDS interfaces the IP address of the PC EDS
acquisition server must be specified. The address must be in the
correct TCP/IP "dot" format, e.g. "90.0.0.3

If the EDS software server is installed on the same computer as
the Probe for EPMA software, use the loopback address of
127.0.0.1. If the EDS software is installed on another computer,



the IP number will be the IP address of the remote computer.

The default for the EDS _IPAddress is no IP number. This value is
only used by the Thermo and JEOL EDS spectrum interfaces.

EDS_ServicePort=""

For certain EDS interfaces the service port number of the
acquisition server must be specified. The service port number
must be an integer between 1 and 32768. This number is used
only by the JEOL OEM EDS interface (must be 5000). This
number is not used by the Thermo or Bruker EDS servers (in
Thermo it is specified in the application Service section (default
= 5800 decimal), for Bruker it is specified in the Client remote
server configuration).

EDS_ServerName="Local Server"

Used to specify the Bruker remote client server interface. If
installed on the local server, the server name is usually simply
“Local Server”. For remote clients, the server name must match
a server defined by the Bruker Esprit client application
Configuration menu (install Esprit using “Client” option).

Note that the Bruker remote server name must match exactly
the server name specified in the Esprit client and is case
sensitive. See the Bruker Configuration document for further
details on setting up the Bruker server client for integrated
EDS/WDS acquisition.

EDS lLoginName="edx"

Used to specify the Bruker remote client user. This is defined in
the Bruker Esprit server application (click on the icon in the
system tray). For local server interfacing the login name is
usually “edx” and the password is usually “edx”.

EDS loginPassword="edx"
Used to specify the Bruker remote client user password. This is
defined in the Bruker Esprit server application (click on the icon



in the system tray). For local server interfacing the login name
is usually “edx” and the password is usually “edx”.

WDS IPAddress=""

For certain WDS interfaces (JEOL 8900, 8200 and Cameca
SX100/SXFive) the I[P address of the microprobe system
controller must be specified. The address must be in the correct
TCP/IP "dot" format, e.g. "128.32.146.11".

Note that for the JEOL 8900 and the JEOL 8200 the default IP
address for the system controller is 192.6.1.11 and for the client
computer it is 192.6.1.1. For the 8200, a second IP address
needs to be specified for EOS (device = SEM) (see
WDS IPAddress?2)

WDS IPAddress2=""

For certain WDS interfaces (JEOL 8200) the IP address of the
microprobe EOS controller must be specified. The address must
be in the correct TCP/IP "dot" format, e.g. "128.32.146.11". For
the JEOL 8200 this second address is the SEM EOS interface.

WDS _ServicePort=0
For certain WDS interfaces (JEOL 8900 and SX100/SXFive) the
service port number of the microprobe system controller must
be specified. The service port number must be an integer
between 1 and 32768.

Note that for the JEOL 8900 and the JEOL 8200 the default
service port number for the system controller (EPMA) must be
2785. For the JEOL 8900 only this one service port needs to be
specified. For the 8200, a second service port needs to be
specified (see WDS_ServicePort2)

WDS ServicePort2=0

For certain WDS interfaces (JEOL 8200) a second service port
number of the microprobe EOS controller must be specified. For
the JEOL 8200 this second address is the SEM EOS interface and



must be 22200. The service port number must be an integer
between 1 and 32768.

Summary of JEOL parameter settings (InterfaceType =
2):

JeolEOSInterfaceType = 1,
ThermalFieldEmissionPresent = 0 8200
JeolEOSInterfaceType = 1,
ThermalFieldEmissionPresent = 1 8500
WDS ServicePort = 2785, WDS ServicePort2 =
22200

JeolEOSInterfaceType = 2

8900 (Thermal
flag not applicable)
WDS_ServicePort = 2785, WDS_ServicePort2 = 2785

JeolEOSInterfaceType = 3,
ThermalFieldEmissionPresent = 0 8230
JeolEOSInterfaceType = 3,
ThermalFieldEmissionPresent = 1 8530

WDS ServicePort = 22200, WDS ServicePort2 =
22210

JeolMonitorinterval=400

Allows the user to specify the default monitor packet send
interval in milli-seconds. Default is 400 msec and the minimum
value is 100 msec and the maximum is 10000 msec.

OperatingVoltagePresent=0

This parameter is used to specify whether the microprobe
hardware interface supports control of the accelerating voltage.
Enter O for false or any non-zero value for true. The default is 0
for no operating voltage hardware interface.

OperatingVoltageType=0



The operating voltage hardware interface type. Not utilized.

OperatingVoltageTolerance=0

The operating voltage tolerance is used to specify how close the
operating voltage read from the system must be to the desired
operating voltage in order to allow the program to skip re-
setting the operating voltage. The parameter is in fraction units,
that is 0.01 equals 1% and the default is 0.002 or 0.2%. The
allowed range is 0.0001 (0.01%) to 0.1 (10%).

BeamCurrentPresent=0

This parameter is used to specify whether the microprobe
hardware interface supports control of the beam current. Enter
O for false or any non-zero value for true. The default is 0 for no
beam current hardware interface.

BeamCurrentType=0

The beam current hardware interface type. Only utilized for the
JEOL 8x30 interface. 0 = normal beam current iteration method,
1 = new direct set beam current call using firmware.

BeamCurrentTolerance=0.02

The beam current tolerance is used to specify how close the
beam current read from the system must be to the desired
beam current in order to allow the program to skip re-setting the
beam current. The parameter is in fraction units, that is 0.01
equals 1% and the default is 0.02 or 2%. The allowed range is
0.0001 (0.01%) to 0.2 (20%).

BeamCurrentToleranceSet=0.01

This is the tolerance value utilized by the
JeolSetBeamCurrentMDA function to set the beam current (0.01
= 1%). This value determines how close the iteration will
approach the desired beam current value. The
BeamCurrentTolerance value (see above) is the tolerance value
the program uses before deciding to re-set the beam current.
The BeamCurrentToleranceSet value is defaulted to 0.01 and the



BeamCurrentTolerance is defaulted to 0.02.

This parameter is only used by the JEOL 8200, 8900 and 8500
instruments. The BeamCurrentToleranceSet value must be less
than the BeamCurrentTolerance value.

BeamSizePresent=0

This parameter is used to specify whether the microprobe
hardware interface supports control of the beam size. Enter 0
for false or any non-zero value for true. The default is 0 for no
beam size hardware interface.

BeamSizeType=0
The beam size hardware interface type. Not utilized.

BeamModePresent=0

This parameter is used to specify whether the microprobe
hardware interface supports control of the beam scan mode.
Enter O for false or any non-zero value for true. The default is 0
for no beam scan mode control hardware interface.

BeamModeType=1
This parameter is not currently utilized.

MagnificationPresent=0

This parameter is used to specify whether the microprobe
hardware interface supports control of the scan magnification.
Enter O for false or any non-zero value for true. The default is 0
for no beam scan magnification hardware interface.

MagnificationType=1

The beam scan magnification hardware type. This parameter is
only used to specify the JEOL 6300/6400 or 8600 type
magnification control (same command in both cases).

MagnificationType = 0 no magnification
column control available (documentation only)



MagnificationType = 1 JEOL 6400 serial
interface magnification column control

MagnificationType = 2 JEOL 8600 serial
interface magnification column control

Note that if the MagnificationType = 0 the software will only use
the user specified magnification for documentation purposes,
for example to calibrate the scale bar of captured images from
the SIS image acquisition system.

ColumnConditionPresent=0

ColumnConditionType=0

ColumnConditionMethod=0

ColumnConditionString=""

These keywords are used to specify if a column condition
interface is present and if so how it should be utilized. Normally,
microprobes without column interfaces use the kilovolt, beam
current and beam size parameters simply for documentation
purposes.

However, on instruments with a column interface, these kilovolt,
beam current and beam size parameters are actually used to
also set the operating condition of the electron column. On
other instruments, these conditions cannot be specified
individually and (or in addition), instead a "column condition
string" is specified that configures the microscope for the
desired operating conditions. Again, if the column condition
interface is not actually present, then this field may be used
simply for documentation purposes.

Some instruments, may have both the capability of setting the
individual kilovolt, beam current and beam size parameters and
also the capability of setting a "column condition string". In this
situation either method may be used to actually set the electron
column condition, however it must be noted that the even if the
column condition method is utilized, the individual kilovolt
(especially this parameter), beam current and beam size



parameters must also be correctly specified so that the software
can perform a proper quantitative matrix correction of the
intensity data. This is because there is no rigorous method to
determine the actual operating voltage from an arbitrary
column condition string.

The ColumnConditionMethod is used to specify the default
method to set the electron column operating conditions. If the
ColumnConditionMethod is not specified or is zero, then the
kilovolts, beam current and beam size parameters are
individually specified for configuring the electron column. If the
ColumnConditionMethod is 1, then the specified column
condition string is utilized to set the electron column conditions.

The ColumnConditionString is used the specify the default
column condition string. Normally this is blank.

AutoFocusPresent=0 ! Cameca SX100/SXFive and
JEOL 8900/8200/8500/8x30 only

This parameter is used to specify whether the microprobe
hardware interface supports control of the auto focus. This
parameter must be set for the use of Cameca ROM based or
JEOL software enabled auto focus options during automated
acquisitions. Only the SX100/SXFive microprobe supports a ROM
based auto focus feature, the JEOL auto-focus is software based
and requires additional parameters described below. Enter O for
false or any non-zero value for true. The default is 0 for no auto
focus hardware interface. See also, the parameter
EDSThinWindowPresent above.

To test the JEOL autofocus use the TestType.exe program and
click the Plot Last Auto Focus button to see the optical data,
threshold level, parabola fit, fit coefficients, standard deviation,
and calculated centroid.

AutoFocusType=0
The autofocus hardware fit method. If the parameter is zero a parabolic fit is
attempted based on the thresholded light intensities. If the value is one then a



Gaussian fit to all the intensity data is attempted. If the value is 2 then the software
will determine the autofocus based on the maximum intensity value (this is the OEM
JEOL method). The default is 2 for a maximum value fit and this parameter and most
of the following auto-focus parameters applies only to the JEOL 8900/8200/8500
interface.

Parabolic fit
Gaussian fit
Maximum value (JEOL method)

0
1
2

Note that in DebugMode the program will display a modeless
window showing the autofocus data and fit. Click the three
buttons one at a time to see the fine scan, coarse scan and 2"
fine data displayed respectively.

There is no thresholding applied to the optical data for the
maximum value fit method.

AutoFocusOffset=0

The z-axis stage offset for the autofocus adjustment. Use this
parameter to compensate for small but systematic offset errors
in the auto-focus procedure. This parameter is added to the
auto-focus Z stage position returned by the ROM based (hard
coded) procedure. The value must be specified in microns and
must be between -100 and +100.

Note that this value does not apply to Cameca SX100/SXFive
microprobes, only JEOL 8900, 8200/8500, and 8230/8530
instruments. For setting the auto-focus offset for Cameca
instruments use the OEM configuration procedure.

AutoFocusMaxDeviation=30

This is the maximum percent deviation allowed for the parabolic
fit to the optical data returned from the JEOL 8200/8500, 8900,
8230/8530 ILSM command for the auto-focus procedure. If the
percent deviation fit from the fine auto-focus range (+/-100um)
is greater than this the procedure will issue a coarse auto-focus
range (+/-500um). If this is successful a fine autofocus range is



attempted using the newly found z-position.

The minimum allowed percent deviation is 1 the maximum is 60
and the default is 30.

AutoFocusThresholdFraction=0.33

This value specified the threshold fraction above which the
optical data is fit for finding the auto-focus z-axis position for
data returned from the JEOL 8200/8900 ILSM command. The
default is 0.33 the allowable values are 0.01 to 0.99. For
example, if the AutoFocusThresholdFraction is 0.33 then all
optical signal data point values in the lower 1/3 of the
(maximum - minimum) range will not be included in the
centroid fit. Obviously this parameter does not apply to the
AutoFocusType = 2 (maximum intensity value).

AutoFocusMinimumPtoB=1.4

This value determines whether a sufficient peak in the optical z-
axis stage scan was acquired. This parameter applies only to
JEOL 8900 and 8200 instruments. The default value is 1.4, the
range of allowable values are from 1.05 to 10. The image below
(from TestType) shows a properly acquired autofocus scan.

Auto Focus Scan, Fit (y=a+bxsce2) =
-3 51B8554E+08 6.4 37T308E+07 -2944309
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AutoFocusRangeFineScan=100
AutoFocusRangeCoarseScan=600
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These values determine the auto-focus scan ranges for fine and
coarse focus. Used only by the JEOL 8200/8900 interface. The
default is 100 um for fine and 600 um for coarse. The range is
10 to 1000 um for fine and 60 to 6000 um for coarse.

AutoFocusPointsFineScan=200
AutoFocusPointsCoarseScan=100

These values determine the number of points for the auto-focus
fine and coarse scan ranges. Used only by the JEOL 8200/8900
interface. The default is 200 points for the fine scan and 100
points for the coarse scan. The range is 50 to 1000 points for
both the fine and coarse scan ranges.

AutoFocusTimeFineScan=20 ; 1-500 msec
AutoFocusTimeCoarseScan=20

These values determine the integration time per point for the
auto-focus fine and coarse scan ranges. Used only by the JEOL
8200/8900 interface. The default is 20 msec for both the fine
scan the coarse scan. The range is 1 to 500 msec for both the
fine and coarse scan ranges.

ROMPeakingPresent=0

This parameter is used to specify whether the microprobe
hardware interface supports control of the ROM based peak
centering hardware that is internal to the microprobe. Enter 0
for false or any non-zero value for true. The default is 0 for no
ROM based peak centering hardware interface. Note that
following parameters are utilized for non ROM based and ROM
based scans:

Non-ROM scan based
1. Wavescan: # of points, wave count time
2. Quickscan: Spectro scan speed (%), quick count
time
ROM scan based
1. Wavescan: # of points, wave count time
2. Quickscan: Spectro scan speed (%), quick count time



ROMPeakingType=0
The ROM based peak center fit type. Applies only to Cameca
SX100/SXFive and JEOL 8200/8900/8500 microprobes.

0 = Internal (the instrument ROM peak method which
applies only to Cameca)
1 = Parabolic (spectrometer scan data is fit to a parabolic
fit)
2 = Maxima (spectrometer scan data is fit to Brent’s
Maxima function)
3 = Gaussian (spectrometer scan data is fit to a Gaussian

fit)

4 = Dual ROM (Maxima for LIF crystals, Parabolic for other
crystals)

5 = Dual ROM (Maxima for LIF and Gaussian for other
crystals)

6 = Highest Intensity (using smoothed intensities)

To increase the default ROM scan width decrease the Peakscan
Size (line 16) or increase the LiF Peaking Start Size (line 19) in
the SCALERS.DAT file. Note that within the application, the ROM
based peak scans are based on the Peaking Count Time divided
by 4 and the number of Peak Scan Points. The ROM scan width
is determined by the Peaking Start Size.

The internal ROM type is available only on Cameca instruments.
The parabolic and maxima fits require at least 3 data points
above the threshold (see below). The parabolic, Gaussian and
maxima methods have a user defined threshold that can be
specified in the INI file and within the program.

The default is 2 for Brent’s Maxima (inverted to obtain the
minima).

ROMPeakingParabolicThresholdFraction=0.33
ROMPeakingMaximaThresholdFraction=0.50



ROMPeakingGaussianThresholdFraction=0.33
ROMPeakingMaxDeviation=20.

The ROM peaking thresholds are designed to allow the user to
define the intensity values above which are used for one of the
three ROM fitting methods (parabolic, maxima or Gaussian). The
default is 0.33 which means that all intensity values 1/3 above
the minimum to maximum intensity range are used in the fit.

Note that increasing the threshold decreases the number of
points that can be fit. The parabolic and Gaussian methods
require at least 4 data points. The minimum threshold is 0.1 and
the maximum is 0.9.

The ROMPeakingMaxDeviation is the maximum percent
deviation allowed in the ROM peak fit. It applies only to the
parabolic and Gaussian fit options. The default is 20% and the
minimum is 5% and the maximum is 80%.

ScanRotationPresent=0

ScanRotation=0.0

These parameters are used to indicate that a scan rotation
interface is present and what the default scan rotation should
be set to upon startup. The default is 0 for no scan rotation
interface present and 0.0 for zero degrees default scan rotation.
Any non-zero value is used to indicate that the scan rotation
interface is present and any value from 0 to 360 is valid for the
default scan rotation.

DetectorSlitSizePresent=1

DetectorSlitSizeType=0

DetectorSlitPositionPresent=0
DetectorSlitPositionType=0

DetectorModePresent=1

DetectorModeType=0

These parameters are used to indicate that an interface is
present for various detector parameters. Specifically for slit size,
slit position and detector mode. The default is O for no detector



interface present and O for the interface type (not used at this
time). Any non-zero value is used to indicate that the detector
interface is present.

See the DETECTORS.DAT file for specific parameter values that
can be specified by the user for configuring the various detector
values.

MoveAllStageMotorsHardwarePresent=0

This parameter (intended for the JEOL stage control interfaces only), allows Probe for
EPMA Xtreme to issue a stage move control in a single interface command. This is
implemented to support interfaces that cannot move the stage motors individually.
Set this value to a non-zero value to force Probe for EPMA to use a single command
to move all three (or two) stage motors simultaneously.

Jeol8900PreAcquireString="" ; use commas to separate
multiple commands
Jeol8900PostAcquireString="" ‘ use commas to separate

multiple commands

These parameters are used by the JEOL 8900 (not the JEOL
8200) interface to set special conditions before and after the
acquisition as specified by the user. For example, it might be
desirable to give the command "PB OFF" before an acquisition
to ensure that the beam is not scanning during the x-ray
counting followed by the command "PB ON" to restore the beam
scan after the acquisition is completed.

Use commas to separate multiple commands. For example, to
send a PB ON and MG 4000 command the string should be “PB
ON, MG 4000".

Alternatively the user might prefer to issue a change in the
magnification instead, "MG 100000" before the acquisition and
"MG 40" after the acquisition. The default is "PB OFF" for the
pre-acquire command string and "PB ON" for the post-acquire
string, otherwise the default is blank.

AlwaysPollFaradayCupState=0



This parameter determines whether the faraday cup position is
constantly polled through the interface. This applies to the
“demo”, JEOL and Cameca interfaces.

DriverLoggingLevel=0

This parameter determines whether the driver (JEOL 8200/8900
and SX100/SXFive) will log debug information to a file with the
name of the application and an extension of .LOG. Note that
enabling driver logging will overwrite the existing
PROBEWIN.LOG file that logs all errors within all PROBE
applications. This only applies to the JEOL 8200/8900, and
SX100/SXFive interfaces. The logging level may be set to 0 for
disabled (no driver debug information logged), 1 for basic
logging of driver information and 2 for detailed information.
Note that enabling driver level debug information may slow
down the application response slightly.

JeolCondenserCoarseCalibrationSettingLow=20
JeolCondenserCoarseCalibrationSettingMedium=35
JeolCondenserCoarseCalibrationSettingHigh=45
JeolCondenserFineCalibrationSetting=128

These parameters are for the JEOL 8900 and 89200 to calibrate
the beam current setting (auto-mda). The program uses the
three condenser coarse values to read the beam current and fit
the log(beamcurrent) vs. condenser coarse for setting the
approximate beam current. If necessary the program will iterate
the condenser fine setting (starting at the specified setting) to
get the value of the beam current based on the value of the
BeamCurrentTolerance value.

The default values for both the JEOL 8200 and 8900 are 25, 35
and 45 and for the condenser fine calibration setting value is
128 for the 8900 and 255 for the 8200, and 511 if a thermal
field emission gun IS specified. See keyword
ThermalFieldEmissionPresent above.

The beam current increases as the condenser lens values are lowered, however note
that the JEOL 8200/8500 Condenser lens values are displayed inverted on the



instrument console. Internally they are identical to the 8900.

JeolCondenserCoarseCalibrationMode=0
JeolCondenserCoarseCalibrationBeamLow=55.13
JeolCondenserCoarseCalibrationBeamMedium=7.9
JeolCondenserCoarseCalibrationBeamHigh=1.68
JeolCondenserNumberOfApertures=1

JeolCoarseCondenserCalibrationDelay=0.1

These values are used to provide a file based calibration curve for JEOL 8900 and
8200 instruments using aperture 1 through the number of apertures defined for the
purpose of setting the coarse condenser lens value for initial iteration adjustment of
the beam current.

Set JeolCondenserCoarseCalibrationMode to 0 for acquiring a fresh calibration curve
and using the measured calibration curve within the program. To use a static
calibration curve, set JeolCondenserCoarseCalibrationMode to 1 to use the
JeolCondenserCoarseCalibrationBeamLow,
JeolCondenserCoarseCalibrationBeamMedium and
JeolCondenserCoarseCalibrationBeamHigh values from the INI file for setting the
initial coarse condenser value when the program is adjusting the beam current.

Note that due to a subtle problem in the JEOL 8900 system, one should always set the
JeolCondenserCoarseCalibrationMode value to 1 and define a manually measured
condenser calibration curve. Or use the Calibrate Set beam Current button the
Analytical Conditions dialog to automatically perform a beam current calibration. Here
is a typical JEOL 8900 condenser calibration curve defined for a 2 aperture system:

JeolCondenserCoarseCalibrationMode=1
JeolCondenserCoarseCalibrationSettingl.ow=4,16
JeolCondenserCoarseCalibrationSettingMedium=21,30

JeolCondenserCoarseCalibrationSettingHigh=30, 40
JeolCondenserFineCalibrationSetting=128

JeolCondenserCoarseCalibrationBeamLow=197, 110.85
JeolCondenserCoarseCalibrationBeamMedium=18.61, 13.115
JeolCondenserCoarseCalibrationBeamHigh=4.33, 2.939
JeolCondenserNumberOfApertures=2

JeolCoarseCondenserCalibrationDelay=0.1



The beam current values are in nA and must correspond to the above
JeolCondenserCoarseCalibrationSettingLow,
JeolCondenserCoarseCalibrationSettingMedium and
JeolCondenserCoarseCalibrationSettingHigh condenser lens values. Note that as the
condenser lens values are decreased the beam current increases, however the
displayed value for the 8200 in the HP software is inverted. The following is a typical
(internal) response curve for the 8200 and 8900:

8200:

JeolCondenserCoarseCalibrationSettingLow=20,
JeolCondenserCoarseCalibrationBeamLow=55.13
JeolCondenserCoarseCalibrationSettingMedium=35,
JeolCondenserCoarseCalibrationBeamMedium=7.9
JeolCondenserCoarseCalibrationSettingHigh=45,
JeolCondenserCoarseCalibrationBeamHigh=1.68

8900:

JeolCondenserCoarseCalibrationSettingLow=20,
JeolCondenserCoarseCalibrationBeamLow=203
JeolCondenserCoarseCalibrationSettingMedium=35,
JeolCondenserCoarseCalibrationBeamMedium=25.4
JeolCondenserCoarseCalibrationSettingHigh=55,
JeolCondenserCoarseCalibrationBeamHigh=0.931

The allowable range of values are:
JeolCondenserCoarseCalibrationBeamLow > O,
JeolCondenserCoarseCalibrationBeamLow < 1000
JeolCondenserCoarseCalibrationBeamMedium > 0,
JeolCondenserCoarseCalibrationBeamMedium < 1000
JeolCondenserCoarseCalibrationBeamHigh > 0,
JeolCondenserCoarseCalibrationBeamHigh < 1000

Note: as of 09/21/2008 PROBE supports multiple apertures for
the JEOL 8900/8200/8900/8500. Normally 8900 and 8200
instruments always use aperture 1 (the default). However,
some 8500 instruments that are capable of high beam
currents are configured to use aperture 2 as the default



aperture. In cases where more than one aperture needs to be
defined, simply indicate the number of apertures to be defined
and add additional comma separated values on each line for
each aperture.

In cases where multiple apertures are defined, the first value
on each line indicates the lens setting and beam values for
aperture 1 and the second value (comma separated) indicates
the values for aperture 2 (and so on).

For the JEOL 8230/8530 the condenser lens values are
opposite the 8900/8200. Therefore low condenser lens values
correlate with low beam currents and high condenser lens
values correlate with high beam current values. The following
is an example of a 4 aperture calibration for a JEOL 8530:

8230/8530:

JeolCondenserCoarseCalibrationSettingLow=65,71,78,80 ;
CC high current ~several hundred nA
JeolCondenserCoarseCalibrationSettingMedium=40,57,65, 7!

; CC medium current ~25nA
JeolCondenserCoarseCalibrationSettingHigh=36,43,36,36 ;
CC low current ~ 1nA

JeolCondenserFineCalibrationSetting=255 ;
middle of fine cl range is 255 for 8530
JeolCondenserCoarseCalibrationMode= 1 ;
use pre-calibrated calibration curve

JeolCondenserCoarseCalibrationBeamLow=609.9,107.71,11

; low condenser value beam current

JeolCondenserCoarseCalibrationBeamMedium=13.836,10.2,

; medium condenser value beam current

JeolCondenserCoarseCalibrationBeamHigh=7.491,1.1001,.1
; high condenser lens value beam current



JeolCondenserNumberOfApertures=4 ; number
of sets of probe current calibration data expected
JeolCoarseCondenserCalibrationDelay=1.0

The JeolCoarseCondenserCalibrationDelay parameter is used
to insert a small delay (between 0 and 2 seconds) during the
coarse condenser calibration for lens hysterisis effects. The
default is 0.1 seconds (100 msec). For 8230/8530 instruments,
use a value of 1 or 2 seconds.

SampleExchangePositionX=44.5
SampleExchangePositionY=1
SampleExchangePositionZ=11
SampleExchangePositionW=1

These values define the stage position for performing a sample
exchange. The values are defaulted to the above values for the
JEOL (direct) interface and to X=0, Y=LoLimit, Z=0 for the
Cameca SX100/SXFive.

ReflectedLightintensity=63
TransmittedLightintensity=63

These values define the default optical light intensities for the reflected and
transmitted light optics. The default is 32 for the Cameca SX100/SXFive and 63 for
the JEOL 8900/8200/850/8x30. The allowable range is 0 to 64 for the Cameca
SX100/SXFive and 0 to 127 for the JEOL 8900/8200/8500/8x30.

DisableSpectrometerNumber=0

This value allows the user to specify a single spectrometer to be disabled on the
instrument. This can be useful in the case of a non-functional spectrometer that is
preventing the instrument from be used at all. Default is zero for no disabled
spectrometer, allowable values are from zero to NumberofTunableSpecs.

SpectrometerROMScanMode=0 ; SX100/SXFive only, 0

= absolute scan, 1 = relative scan

This flag determines whether the Sx100/SXFive utilizes an absolute or relative
spectrometer ROM scan function call for spectrometer scanning. 0 = absolute position
(default) and 1 = relative position.



Note that the older SX100/SXFive instruments (spectro board type = “old”) only
support ROM scanning from low to high spectrometer positions (otherwise the scan
will start and run but no data is returned). This means that the MOTORS.DAT backlash
factors MUST be negative for these older SX100 instruments. For newer SX100
instruments (spectro board type = “new”) the scan can be run in either direction
(backlash factors can be negative or positive).

FilamentWarmUplInterval=2.0

This interval in seconds defines the amount of time delay between heat steps during

the filament warmup. The default is 2 seconds and the allowable range is from 0.1 to
1000 seconds. This parameters applies only to the SX100/SXFive and JEOL 8900/8200
and 8500 interfaces.

TurnOffSEDetectorBeforeAcquisition=0

This flags tells the software whether to turn off the SE detector before each
quantitative (standard or unknown) or qualitative (wavescan) acquisition. The default
is zero to not turn off the SE detector before acquisition. Set it to one to have the
program turn off the SE detector before each acquisition.

AutomationOverheadPerAnalysis=10.0

This parameter allows the user to override the default automation overhead for each
single automated analysis to adjust the accuracy of the estimated automation time
(e.q., for overnight runs). The default is 10 seconds and the valid range is from 0.1
seconds to 100.0 seconds.

ReflectedLightPresent=0
TransmittedLightPresent=0

These parameters specify if the reflected light optics or transmitted light optics
hardware is interfaced. The default is O (false) for all interfaces except for the JEOL
8900/8200/8500/8x30 and Cameca SX100/SXFive interfaces where it is 1 (true).

HysteresisPresent=0

This parameter specifies whether the hardware supports a call
to perform a hysteresis nulling to the objective lens. If this flag
is set to a non-zero value the software will send a hysteresis
command to the instrument after the beam size is set.

Currently only Cameca SX100 and SXFIVE instruments are
supported.



SX100MoveSpectroMilliSecDelayBefore=100
SX100MoveSpectroMilliSecDelayAfter=10

SX100MoveStageMilliSecDelayBefore=100
SX100MoveStageMilliSecDelayAfter=10

SX100ScanSpectroMilliSecDelayBefore=200
SX100ScanSpectroMilliSecDelayAfter=200

SX100FlipCrystalMilliSecDelayBefore=200
SX100FlipCrystalMilliSecDelayAfter=200

These keywords allow the user to specify various delays before
and after spectro and stage moves and before and after
spectrometer ROM scans. These is apparently necessary for
some Sx100/SXFive instruments that utilize the PFE software
backlash feature and SXFive instruments for the ROM scanning.
The symptoms are occasional “axis busy” or “task creation”
errors.

The crystal flip delays are necessary for the SXFive and should
be 200 millisecs.

The values might have to be increased slightly for some
instruments to 200 or 300 millisecs.

MinMagWindow=40

MaxMagWindow=12000000

These keywords determine the minimum and maximum
magnification available on the instrument. The default is
40/12000K for the JEOL and 63/12000K for the Cameca.

ImageShiftPresent=0

ImageShiftType=0

These keywords are used to specify if image shift hardware is
supported. Default = True for JEOL 8900/8200/8500/8230/8530
and Cameca SX100/SXFive. The ImageShiftType is not currently



utilized.

CLSpectralnterfacePresent=0

CLSpectralnterfaceType=0
CLInterfacelnsertRetractPresent=0

These keywords are to specify the CL spectrum acquisition
interface for Probe for EPMA. To indicate a CL interface is
present, change CLSpectralnterfacePresent to any non-zero
number. The following CL interfaces will be supported:

0 = Demo CL
1 = Ocean Optics (OmniDrive driver)
2 = Gatan
3 = Newport
4 = Avantes (driver v. 8.3 or later)

ThermoNSSVersionNumber="3.0"

This keyword defines the Thermo NSS application version
number. Probe for EPMA needs to know this in order to ask
whether you can specify an NSS project file for use as a
template for EDS quantification.

With the release of Thermo PathFinder software, version 1.x of
PathFinder should be considered version 5 with regard to the
ThermoNSSVersionNumber keyword in the Probewin.ini file.
Therefore to utilize the new beam deflection APl in PathFinder
from Probe for EPMA, edit the ThermoNSSVersionNumber
keyword to 5.

MoveStageToleranceX=0.1

MoveStageToleranceY=0.1

MoveStageToleranceZ=0.1

These keywords define the minimum stage distance required to
initiate a stage move for the X, Y and Z stage axes in microns. If
the stage move for the given axis is less than the move stage
tolerance (or all three for the JEOL stage), the stage axis move
will not be initiated. The default is 0.1 microns for each axis.



InsertFaradayDuringStagejJogFlag=0

This flag (if set to a non-zero value) instructs the software to
insert the faraday cup when performing a stage jog (if it is not
already inserted).



[Image]
ImagelnterfacePresent=0
ImagelnterfaceType=0
ImagelnterfaceNameChanl="SE"
ImagelnterfaceNameChan2="BSE"
ImagelnterfaceNameChan3="CL"
ImagelnterfacePolarityChanl=0
ImagelnterfacePolarityChan2=0
ImagelnterfacePolarityChan3=0
Imagelnterfacelmagelxly=1.0

ImagelnterfaceCalNumberOfBeamCalibrations=1
ImagelnterfaceCalkeV="15.0"
ImagelnterfaceCalMag="400.0"
ImagelnterfaceCalXMicrons="805.0"
ImagelnterfaceCalYMicrons="803.0"
ImagelnterfaceCalScanRotation="0.0"

ImagelnterfaceBeamXPolarity=0
ImagelnterfaceBeamYPolarity=0
ImagelnterfaceStageXPolarity=0
ImagelnterfaceStageYPolarity=0
ImagelnterfaceDisplayXPolarity=0
ImagelnterfaceDisplayYPolarity=0
ImagePaletteNumber=1
ImageDisplaySizelnCentimeters=38.0
ImageAutoBrightnessContrastSEGain=350
ImageAutoBrightnessContrastSEOffset=480
ImageAutoBrightnessContrastBSEGain=350
ImageAutoBrightnessContrastBSEOffset=480
ImageAlternateScaleBarUnits=0
ImageShiftMinimumMag=1267
ImageMosaicSizeX="10.0"
ImageMosaicSizeY="10.0"
ImageMosaicMag="400"

ImageRGB1 R="Fe”



ImageRGB1 _G="Mg”
ImageRGB1 B="Ca”

ImagelnterfacePresent=0

This parameter indicates if an imaging interface is available for
use by Probe for EPMA in digitizing stage positions graphically.
A non-zero value indicates that the imaging interface is
available. The default is zero for no imaging interface.

ImagelnterfaceType=0

This parameter indicates the type of imaging interface
available. A value of zero is the demonstration imaging
interface. The default is zero for the demonstration imaging
interface. The current interfaces that are defined are:

0 = Demonstration imaging interface

1 = Unused
2 = Unused
3 = Unused

4 = JEOL 8200/8500, 8900, 8230/8530 interface (TCP/IP)
imaging interface

5 = SX100/SXFive (TCP/IP) imaging interface

6 = SX100/SXFive Video (TCP/IP) imaging interface (normally
used for analog imaging)

7 = JEOL OEM EDS/Imaging interface (TCP/IP)

8 = Unused

9 = Bruker Quantax Server

10 = Thermo TE Portal Server

ImagelnterfaceNameChanl="SE"
ImagelnterfaceNameChan2="BSE"
ImagelnterfaceNameChan3="CL"

This keywords are used to indicate the signal types for the
analog input channels. Usually either "SE" or "BSE" signals are



used for image digitizing purposes. Leave empty to disable the
channel.

ImagelnterfacePolarityChanl=0
ImagelnterfacePolarityChan2=0
ImagelnterfacePolarityChan3=0

These keywords specify whether the analog signal obtained
from the image interface is inverted or not. A normal signal
(ImagelinterfacePolarityChanl=0) is inverted, that is black =
255 and white = 0. If ImagelnterfacePolarityChanl is set to a
non-zero number, then the analog signal is treated as non-
inverted, that is black = 0 and white = 255.

Imagelnterfacelmagelxly=1.0

This parameter is used to specify the aspect ratio of X over Y,
for the normal beam scan generated by the imaging interface. A
value of one is the default and would specify a square beam
scan. A value greater or less than one would specify a
rectangular beam scan. Normally the SX100/SXFive Video
interface is a 4/3 ratio (or 1.333), so for example 1024 x 768.

ImagelnterfaceCalNumberOfBeamcCalibrations=1

This new field specifies the number of beam scan calibrations
that are utilized by the software to calibrate the beam scan
images. The minimum (default) is 1, the maximum is 32.

Basically the beam scan calibration is based on the current keV
and magnification and returns the X or Y scan width or height
and the scan rotation. If only one beam scan calibration is
specified, the application always utilizes that value adjusted for
the current magnification assuming a linear 1:1 relationship in
maghnification.

If more than one beam scan calibration is specified, the values
must be separated by commas and enclosed in double
quotations as shown here:



ImagelnterfaceCalNumberOfBeamCalibrations=2
ImagelnterfaceCalkeV="15.0,15.0"
ImagelnterfaceCalMag="400.0,800.0"
ImagelnterfaceCalXMicrons="805.0,402.5"
ImagelnterfaceCalYMicrons="803.0, 401.5"
ImagelnterfaceCalScanRotation="0.0,0.1"

The program will search for matching keV calibrations. If none
are found it will use the first beam scan calibration. If only one
is found to match the specified keV, it will perform a linear
extrapolation based on a 1:1 relationship in magnification.

Otherwise, if multiple calibrations are found the program will
find the two nearest neighbor beam scan calibrations for the
specified keV and interpolate them.

ImagelnterfaceCalKeV="15.0"

This parameter specifies the operating voltage in kilovolts used
for the ImagelnterfaceCalXMicrons and ImagelnterfaceYMicrons
calibration. The default is 15 and the minimum is 1 and
maximum is 50.

ImagelnterfaceCalMag="400.0"

This parameter specifies the magnification used for the ImagelnterfaceCalXMicrons
and ImagelnterfaceYMicrons calibration. The default is 400 and the minimum is 10
and maximum is 10000.

ImagelnterfaceCalXMicrons="805.0"
ImagelnterfaceCalYMicrons="803.0"

These parameters specify the actual X and Y beam scan size at
the kilovolt and magnification parameters specified above.
These parameters are used the calculate the stage position of
the beam deflection. The default ImagelnterfaceCalXmicrons is
800 and the default ImagelnterfaceCalYmicrons is 800 and the
minimum is 10 and maximum is 10000.

ImagelnterfaceCalScanRotation="0.0"
This parameter specifies the returned or interpolated scan rotation for then specified



keV and magnification. The default is 0 and the minimum is 0 and maximum is less
than 360.

ImagelnterfaceBeamXPolarity=0
ImagelnterfaceBeamYPolarity=0
ImagelnterfaceStageXPolarity=0
ImagelnterfaceStageYPolarity=0
ImagelnterfaceDisplayXPolarity=0
ImagelnterfaceDisplayYPolarity=0

These six parameters specify the polarity of the image display, beam deflection and
stage registration coordinate systems. That is, the display polarity for the orientation
of the displayed image, the beam polarity for the beam deflection polarity and the
stage polarity for the stage registration polarity. The default is zero for normal
(graphical) registration using lower left as minimum and upper right as maximum
(SX100/SXFive default). JEOL microprobes use a reversed Cartesian reference system.
Any non-zero value will re-orient the beam, stage or display registration.

Typical Settings for Image Orientation based on
Imaging Interface Type:
ImagelnterfaceType= 0 Demonstration Mode
(usually JEOL orientation)
ImagelnterfaceBeamXPolarity=1
; depends on emulation
ImagelnterfaceBeamYPolarity=0
; depends on emulation
ImagelnterfaceStageXPolarity=1
; depends on emulation
ImagelnterfaceStageYPolarity=1
; depends on emulation
ImagelnterfaceDisplayXPolarity=1
depends on emulation
ImagelnterfaceDisplayYPolarity=1
depends on emulation

-

ImagelnterfaceType= 4 JEOL Imaging
ImagelnterfaceBeamXPolarity=1
ImagelnterfaceBeamYPolarity=0
ImagelnterfaceStageXPolarity=1
ImagelnterfaceStageYPolarity=1



ImagelnterfaceDisplayXPolarity=1
ImagelnterfaceDisplayYPolarity=1

ImagelnterfaceType= 5 Cameca SX100/SXFive
Imaging

ImagelnterfaceBeamXPolarity=0
ImagelnterfaceBeamYPolarity=1
ImagelnterfaceStageXPolarity=0
ImagelnterfaceStageYPolarity=0
ImagelnterfaceDisplayXPolarity=0
ImagelnterfaceDisplayYPolarity=0

ImagelnterfaceType= 6 Cameca SX100/SXFive
Video Imaging

ImagelnterfaceBeamXPolarity=0
ImagelnterfaceBeamYPolarity=1
ImagelnterfaceStageXPolarity=0
ImagelnterfaceStageYPolarity=0
ImagelnterfaceDisplayXPolarity=0
ImagelnterfaceDisplayYPolarity=0

ImagePaletteNumber=1
The default palette used for image display can be specified here. The options are:

A W N P

Use grayscale palette (calculated)
Use palette file "THERMAL.FC"
Use palette file "RAINBOW.FC"
Use palette file "BLUERED.FC"
Use palette file "CUSTOM.FC"

Note that the CUSTOM.FC file is not supplied but is calculated if missing. However this
file, once generated, can be modified by using the False Color dialog in Microlmage to
any palette desired by the user. The other false color palette files should not be
modified by the user.

ImageDisplaySizelnCentimeters=38.0

This parameter specifies the size of the display image in Probe for EPMA. It is
utilized to calculate magnification only for the SX100/SXFive instrument which does
not utilize magnification but rather a “field of view parameter” (FOV) which is



normally scaled to a display size of 38cm (15 inches) by default (100x = 3800um
FOV).

ImageAutoBrightnessContrastSEGain=350
ImageAutoBrightnessContrastSEOffset=480
ImageAutoBrightnessContrastBSEGain=350
ImageAutoBrightnessContrastBSEOffset=480

These parameters are used to set starting values for the automatic
brightness/contrast video adjustment. The default values are 350 for the contrast
(gain) and 480 for the offset (brightness) for the SX100/SXFive.

Lower the Offset value to automatically increase the PM value
(gain).

ImageAlternateScaleBarUnits=0

Specify the alternate scale bar unit label for the image display dialog. The default is
zero for no alternate scale bar unit display. Specify values 1 through 8 for other units
(in addition to um or microns).

l1=nm,2=um,3=mm,4=cm,5 = meters, 6 = microinches, 7 =
milliinches, 8 = inches

ImageShiftMinimumMag=1267

This is the minimum magnification for which the image shift values can be set and
applies only to the Cameca Sx100/SXFive instruments. It is actually the magnification
which the first scan coil changes to the second scan coil.

The default is 1267, but should be edited for the actual value, e.g., 1301.

ImageMosaicSizeX="10.0"
ImageMosaicSizeY="10.0"
ImageMosaicMag! = "400."

These fields are to specify the initial area of the mosaic imaging area and the beam
scan magnification for acquisition of BSE, SE, etc. image mosaics over large areas in
the Stage.exe application.

The units for the stage size is in stage units (mm for JEOL and um for Cameca). The
defaults are 10 mm for JEOL and 10,000 um (10 mm) for Cameca.



ImageRGB1 R="Fe”
ImageRGB1 G="Mg”
ImageRGB1 B="Ca”

These keywords define the default RGB elements for creating RGB mixed images from
raw or quant data in Calcimage. The defaults are Red for Fe, Green for Mg and Blue

for Ca.



[Serial]
Port=1
HandShaking=1
Baud=9600
Parity="N"
DataBits=8
StopBits=1

These serial port parameters are obsolete and no longer
utilized.

Port=1

The serial communication port used for hardware interfacing to
the microprobe hardware. Allowable serial communication port
values are 1 - 4. The default is 1 for COM1.

HandShaking=1
HandShaking defines the data flow control. The allowable values
are :

0 = no handshaking

1 = XON/XOFF

2 = RTS

3 = RTS and XON/XOFF

The default is 1 for XON/XOFF handshaking data flow.
Baud=9600

The serial port baud rate. The allowable values are : 1200, 2400,

4800, 9600 and 19200. The default is 9600 for 9600 baud.

Parity="N"
The serial port parity. The allowable values are :

"N" = none
"E" = even



"O" = odd
"M" = mark
"S" = space

The default is N for no parity checking on the serial port.

DataBits=8

The serial port data bits. The allowable values are 4 or 8. The
default is 8 for 8 databits.

StopBits=1
The serial port stop bits. The allowable values are 1 or 2. The
default is 1 for 1 stop bit.



[Faradayl]

FaradayCountAverages=3.0
FaradayCupType=0
FaradayWaitinTime=0.2
FaradayWaitOutTime=0.2
AbsorbedCurrentPresent=0
AbsorbedCurrentType=0
DefaultBlankBeamFlag=1
MinimumFaradayCurrent=1.0
FaradayBeamCurrentSafeThreshold=500.0
FaradayStagePresent=0
FaradayStagePositionsX=0.0
FaradayStagePositionsY=0.0
FaradayStagePositionsZ=0.0
FaradayStagePositionsW=0.0

FaradayCountAverages=5.0

The FaradayCountAverages specifies the number of beam
current measurements to average. In this case, the default is 1
for one beam current average. Note that the
FaradayCountAverages value is also used for the Absorbed
Current measurement (if indicated).

FaradayCupType=0

This option specifies the faraday cup type. It must be set to zero
for automatic recording of the beam current. For manual entry
of the beam current (some older SEM instruments), change this
value to any non-zero value. In this case, the program will
prompt the user for the beam current value. The default is zero
for automatic beam current measurement.

FaradayWaitinTime=0.5

Specifies the amount of time in seconds to wait after inserting
the faraday cup before starting the beam current acquisition.
The allowable range is 0 to 100 seconds. The default value is
0.5 seconds.



FaradayWaitOutTime=0.5

Specifies the amount of time in seconds to wait after removing
the faraday cup before starting the x-ray count acquisition. The
allowable range is 0 to 100 seconds. The default value is 0.5
seconds.

AbsorbedCurrentPresent=0

This Boolean option specifies whether an absorbed current
interface and associated hardware is present on the microprobe.
If non-zero, the program will automatically acquire the absorbed
current along with the faraday cup beam current.

AbsorbedCurrentType=0
This option specifies the absorbed current type. It is not used at
this time.

DefaultBlankBeamFlag=1

This parameter is used to specify the default beam blank mode.
Enter O for false or any non-zero value for true. If set to a non-
zero value, the program will automatically leave the beam
blanked after a stage motion command. If 0, the program will
ask the user to confirm the beam unblank operation and then
unblank the beam. The default is 1 to insert the faraday cup or
blank the beam as the default.

MinimumFaradayCurrent=1.0

This parameter defines the threshold that the program uses to
decide if the filament may have blown. The default threshold is
0.1 nA. The range of allowable values is 0.001 to 1000.

FaradayBeamCurrentSafeThreshold=500.0

This option sets the maximum safe threshold for the beam
current so as to force the software to confirm with the user that
it is safe to remove the faraday cup (or unblank) the beam. The
default is 500 nA and the allowable range is 1 to 10,000 nA. Set
this value lower to have the software confirm a manual faraday
remove at lower currents.



FaradayStagePresent=0

This flag tells the software if a specimen (stage) mounted
faraday cup is present. If this device is present a beam current
reading will be made using the sample (specimen) current. Also
the program will move the stage to the faraday stage position
for each beam current measurement. Any non-zero value
indicates that the faraday stage is present.

FaradayStagePositionsX=0.0
FaradayStagePositionsY=0.0
FaradayStagePositionsZ=0.0
FaradayStagePositionsW=0.0

These parameters allow the user to specify the default stage
position (in x, y, z, (and w) ) for the specimen faraday
measurement. These values can be updated in the program.
These parameters must be in bounds for the x, y, z, (and w)
positions.



[Counting]
OnPeakCountTime=10.0
OffPeakCountTime=5.0
PeakingCountTime=8.0
WavescanCountTime=6.0
QuickscanCountTime=0.5
UnknownMaxCounts=100000000

OnPeakCountTime=10.0

This option specifies the default on peak counting time for both
standard and unknown quantitative samples. The allowable
range is 0.01 to 1000 seconds. The default value is 10 seconds.

OffPeakCountTime=5.0

This option specifies the default high and low off-peak counting
time for both standard and unknown quantitative samples. The
allowable range is 0.01 to 1000 seconds. The default value is 5
seconds.

PeakingCountTime=8.0

This option specifies the default spectrometer peak counting
time for the Probe for EPMA interval halving, parabolic or ROM
based peak methods. If a spectrometer pre-scan is specified,
then Probe for EPMA uses a count time of 1/4 of the
PeakingCountTime for the spectrometer wavelength pre-scan
acquisition. The allowable range is 0.01 to 1000 seconds. The
default value is 8 seconds.

WavescanCountTime=6.0

This option specifies the default spectrometer wavelength scan
counting time for the Probe for EPMA for normal wavescans.
The allowable range is 0.01 to 1000 seconds. The default value
is 6 seconds.

QuickscanCountTime=0.5
This option specifies the default spectrometer wavelength scan
counting time for the Probe for EPMA for "quick" spectrometer



wavescans. The allowable range is 0.01 to 1000 seconds. The
default value is 0.5 seconds. Note the following parameters
apply to non-ROM based and ROM based quick scan
parameters:

Non-ROM scan based
1. Wavescan: # of points, wave count time
2. Quickscan: Spectro scan speed (%), quick count
time
ROM scan based
1. Wavescan: # of points, wave count time
2. Quickscan: Spectro scan speed (%), quick count
time

UnknownMaxCounts=100000000

This option specifies the default maximum counts for unknown
samples (that is precision based counting). The allowable range
is 1000 to 100000000 seconds. The default value is 100000000
counts.



[PHA]
PHAHardwarePresent=1
PHAHardwareType=0

PHAGainBiasPresent=0
PHAGainBiasType=0

PHAInteDiffPresent=0
PHAInteDiffType=0

PHADeadTimePresent=0
PHADeadTimeType=0

PHACountTime=0.5
PHAIntervals=20

PHAAdjustPresent=0

BiasScanCountTime=0.5
BiasScanlntervals=40
GainScanCountTime=0.5
GainScanlntervals=30

PHAFirstTimeDelay=0.0

PHAMultiChannelMin=0.805 ; Cameca MCA PHA minimum x-
axis voltage

PHAMultiChannelMax=5.637 ; Cameca MCA PHA maximum Xx-
axis voltage

PHAHardwarePresent=0

This Boolean option specifies whether PHA baseline and window
voltage control hardware is implemented. Enter O for none or
any non-zero value if present. The default is 0 for no PHA
baseline and window hardware interface.

PHAHardwareType=0
Specifies the PHA acquisition type. The default is zero for the



traditional PHA acquisition (scan baseline and window voltages
across the voltage range). If PHA multi-channel analyzer
hardware is available (JEOL 8230/8530 and Cameca
SX100/SXFive), set PHAHardwareType to “1” for fast MCA PHA
acquisition.

PHAHardwareType = 0 for traditional PHA hardware
acquisition (the default)

PHAHardwareType =1 for PHA acquisition using multi-
channel analyzer (MCA)

PHAGainBiasPresent=0

This Boolean option specifies whether PHA gain and bias voltage
control hardware is implemented. Enter 0 for none or any non-
zero value if present. Note that the Gain and Bias interface may
be enabled even if the Baseline and Window interface is not.
This is to allow the user to leave the PHA baseline and window
parameters "wide open" and instead utilize the microprobe's
gain and bias adjustments to keep the pulse height properly
adjusted. This method is actually preferred for the best
quantitative results.

PHAGainBiasType=0
Specifies the PHA gain and bias hardware type. Not used at this
time.

PHAInteDiffPresent=0

This Boolean option specifies whether PHA integral/differential
control hardware is implemented. Enter O for none or any non-
zero value if present.

PHAInteDiffType=0
Specifies the PHA integral/differential hardware type. Not used
at this time.

PHADeadtimePresent=0 1 SX-50/51/100 only



This Boolean option specifies whether PHA deadtime control
hardware is implemented. Enter O for none or any non-zero
value if present. This flag is usually set true if the hardware
interface supports an "enforced" non-extendable deadtime on
the system.

PHADeadTimeType=0
Specifies the PHA deadtime hardware type. Not used at this
time.

PHACountTime=.5
Specified the default count time for PHA distributions. The valid
range is .1 to 1000 seconds. The default is 0.5 seconds.

PHAIntervals=5

Specifies the default number of PHA measurements (intervals)
for PHA distributions. The valid range is 5 to 500 intervals. The
default is 20 intervals.

PHAAdjustPresent=0

Use this flag to specify if the hardware interface supports
automatic PHA adjustment. Currently only the SX100/SXFive
interface supports auto PHA adjustment (not currently
implemented).

BiasScanCountTime=0.5
BiasScanintervals=40
GainScanCountTime=0.5

GainScanintervals=30

These parameters are used to set the PHA bias and gain scans performed in the PHA
dialogs. See the parameters defined in line 36-41 in the SCALERS.DAT file for more
information.

PHAFirstTimeDelay=0.0

This parameter is used to delay the program after the PHA parameters are set for the
very first time. This can be used to deal with problems in the detector count rate and
bias amplification response time when a large bias voltage change is applied. The
default value is 0.0 (no delay) and the range is zero to 100 seconds. Note that this
delay is only applied after the first time the PHA bias is set within the program for



each spectrometer.

PHAMultiChannelMin=0.805 ; Cameca MCA PHA minimum Xx-axis voltage
PHAMultiChannelMax=5.637 ; Cameca MCA PHA maximum Xx-axis voltage

These parameters are for demo and Cameca interfaces only that support the multi-
channel analyzer (MCA) PHA hardware. The default values are indicated above but
might need to be modified to 0 and 5 volts if the instrument is a “newer” Sx100 or
SXFive and has "dynamic baseline hardware”.



[Plot]

MinimumKLMDisplay=0.5

GraphType=1

GraphTypeWave=1
NumberofForbiddenElements=8
ForbiddenElements="43,61,84,85,86,87,88,89"

MinimumKLMDisplay=0.01

The default minimum intensity for display of KLM markers with
wavescan data. To view fewer low intensity lines, increase this
value. The allowable range is 0.01 to 10. The default value is
0.5.

GraphType=1

The default graph type specified in the Plot! window. The default
value is 1 for a line graph (lines or lines and symbols), 0 for
symbols only, 2 for Linear-Log plot and 3 for 3D plot (three
axes).

GraphTypeWave=1

The default wavescan graph type specified in the Plot! window.
The default value is 1 for a line graph (lines or lines and
symbols), 0 for symbols only, 2 for Linear-Log plot.

NumberofForbiddenElements=8
ForbiddenElements="43,61,84,85,86,87,88,89"

These keywords specify elements that should never show up in
the KLM markers. The default forbidden elements are Tc, Pm, Po,
At, Rn, Fr, Ra, and Ac. You may add or delete elements from this
list but be sure to properly indicate the number of elements in
the list. Note that x-ray lines do not exist for H and He so they
are automatically excluded from the KLM database.



[Standards]

IncrementXForAdditionalPoints = 4
IncrementYForReStandardizations = 6
StandardPointsToAcquire=5

StageBitMapCount=1
StageBitMapFile="CalTechl.5.WMF"

StageBitMapXmin = 0

StageBitMapXmax = 32

StageBitMapYmin = 0

StageBitMapYmax = 50
StandardPOSFileDirectory="C:\UserData\StandardPOSData"
MatchStandardDatabase="DHZ.MDB"
StandardCoatingFlag =1 ; 0 = not coated, 1 = coated
StandardCoatingElement = 6 ; assume carbon
StandardCoatingDensity = 2.1
StandardCoatingThickness = 200 ; in angstroms

IncrementXForAdditionalPoints=4

This option is used to specify the stage step size in microns for
automatically adjusting the x-axis stage position, if the
POSITION.MDB position database contains an insufficient
number of digitized coordinates for a specific standard number.
The allowable range is -100 to 100 microns. The default value is
0 microns.

IncrementYForReStandardizations=6

This option is used to specify the stage step size in microns for
automatically adjusting the y-axis stage when the program is
acquiring an additional standard set. The allowable range is
-100 to 100 microns. The default value is 0 microns.

StandardPointsToAcquire=5

This option is used to specify the default number of data points
to acquire on each standard sample when using the automation
features. The allowable values are 1 - 50. The default is 5.

StageBitMapCount=1



This option is used to specify the number of stage bitmap files used for the display of
the Stage Bit Map move window. This window, accessible from the Position Database
window (see the Stage button) allows the user to indicate a stage position to move to
by simply double-clicking a point on the stage bit map image. Up to MAXBITMAP%
.WMF files may be specified on this line.

The remaining stage bitmap keywords in the INI file must
contain this number of values separated by commas on each
line. Up to MAXBITMAP% Windows Meta-Files may be utilized.
Typically, several stage files are specified so that all typical
sample mount configurations can be viewed by the user.

StageBitMapFile="CalTechl.5.WMF"

This line must contain exactly "StageBitMapCount" files
separated by commas. The files must be Windows Meta-Files
(.WMF). These files may be created using most Windows
drawing programs. Up to MAXBITMAP% .WMF files may be
specified on this line separated by commas.

Note that if more than one stage bitmap file is entered on this
line, then all files must be enclosed in double quotes. For
example :
StageBitMapFile="SX50_35.WMF,SX50 12.WMF,SX50 7.WMF".

StageBitMapXmin=0

StageBitMapXmax=30

StageBitMapYmin=0

StageBitMapYmax=40

This option is used to specify the x-axis and y-axis limits of the
StageBitMapFile in stage coordinates. It is used to calibrate the
stage image for purposes of motion and position sample
plotting. The values should correspond to the corners of the
image used for the StageBitMapFile. Note that these values are
NOT necessarily the stage limits but instead the edges of the
stage bit map file as displayed in the WMF file. If the user
happens to click a region of the stage image that is outside the
stage limits, the program will of course prevent the move.



The program requires that the min and max values be unequal.
To achieve the correct polarity for the stage coordinates, the X
or Y min and max values may be swapped in the INI file. Up to
MAXBITMAP% .WMF coordinates may be specified on this line.

StandardPOSFileDirectory="C:\UserData\Standard POSDai
This string specifies the folder to look for the standard *.POS file
for importing into (or exporting from) the POSITION.MDB
database. This keyword replaces the older look up standard file
names that were necessary with older 16 bit DOS and Windows
file naming restrictions. Since the new file systems allow naming
files up to 256 characters, simply rename your old standard
.POS file to reflect what they contain. The string defaults to the
C:\UserDataDirectory\StandardPOSData directory if it is not
specified.

A new feature is that the program displays BMP electron image
files of the standards in the standard blocks. The program looks
for any BMP files in the StandardPOSFileDirectory as defined in
the PROBEWIN.INI file [Standards] section, (defaults to
UserDataDirectory if not defined) and if it finds a match to any
file (first 4 characters) of the standard number it loads it. For
example standard MgO entered as 12 in the STANDARD.MDB
database could be a file called "0012 MgO_Block2.bmp" or
"0012 Periclase Block4.BMP". Both image files will be loaded
during standard digitization (when the standard is clicked in the
Digitize Sample Positions dialog ).

These BMP files should be placed in the Standard POS data
folder as well, along with the *.POS files, so the Probe for EPMA
programs can find them when digitizing coordinates on your
standards



This can be used to check that you are on the correct standard
or the image could be annotated to suggest places or grains to
avoid during the standard digitization or acquisition process.

MatchStandardDatabase="DHZ.MDB"

The MatchStandardDatabase specifies the default standard
database to be used for compositional matching in the
Standard.exe application and the Probewin.exe application in
the Analyze! window. The user may select other databases from
three Match dialog.

The DHZ.MDB database is supplied as the default match
database (Deere, Howie and Zussman Rock Forming Minerals,
student edition), but the SRM.MDB (NIST Standard Reference
Materials) and the DANA.MDB (non-silicate minerals from Dana’s
Mineralogy) can also be specified. Note that the SRM.MDB and
DANA.MDB standard databases must first be imported to a new
database for use by the match feature.

The user may create additional standard databases as desired
that are specific to their compositional matching requirements.

StandardCoatingFlag = 1 ; 0 = not coated, 1 =
coated



StandardCoatingElement = 6 ; assume
carbon

StandardCoatingDensity = 2.1
StandardCoatingThickness = 200 ;in
angstroms

These parameters are the default parameters for the conductive
coating on the standards. Values for all standards or individual
standards can be edited in the program under the Standards
menu. Note that these parameters are NOT used unless the user
turns on this option for an unknown sample or group of
unknown samples (see Calculation Options) from the Analytical |
Analysis Options menu dialog.



[monitor]

ScanCombolLabell="Image Source"
ScanCombolLabel2="Scan Mode"
ScanCombolLabel3="Scan Speed"”
ScanCombolLabel4="EOS Mode"

ScanComboCommandl="IMS"
ScanComboCommand2="SM"
ScanComboCommand3="SS"
ScanComboCommand4="EM"

ScanComboNumberofl=10
ScanComboNumberof2=4
ScanComboNumberof3=5
ScanComboNumberof4=4

ScanComboNamesl1l="SEI,COMPO,TOPO,AUX,XR1,XR2,XR3
ScanComboNames2="PIC,CROSS,LSP,SPOT"
ScanComboNames3="TV,SR,S1,52,S3"
ScanComboNames4="NOR,EMP,LDF,ECP"

ScanComboParameters1="SEI,COM,TOP,AUX,XR1,XR2,XR:
ScanComboParameters2="PIC,BUP,LSP,SPT"
ScanComboParameters3="TV,SR,S1,52,S3"
ScanComboParameters4="NOR,EMP,LDF,ECP"

ScanCombolLabell="Image Source"
ScanCombolabel2="Scan Mode"
ScanCombolLabel3="Scan Speed"”
ScanCombolLabel4="EOS Mode"

This section is utilized only by the MONITOR.EXE utility
application which “monitors’ the state of the JEOL 8900 and
8200/8500 microprobes. The utility could be adapted for other
microprobe interfaces, but is currently only implemented for the
JEOL interface.

The following parameters can be used to define four different



drop down menus in the MONITOR.EXE application for setting
various electron optical system parameters. The default settings
are shown in the following examples, but they can be changed
to suit the user’s particular preferences.

The ScanCombolLabel[1,2,3,4] parameters are for defining the
main menu labels as displayed in the program interface.

ScanComboCommandl="IMS"
ScanComboCommand2="SM"
ScanComboCommand3="SS"
ScanComboCommand4="EM"

The ScanComboCommand[1,2,3,4] parameters are for defining
the actual commands to be sent by the program for each of the
four menus.

ScanComboNumberofl=10

ScanComboNumberof2=4

ScanComboNumberof3=5

ScanComboNumberof4=4

The ScanComboNumberof[1,2,3,4] parameters are the number
of list items in each menu list box.

ScanComboNamesl1l="SEI,COMPO,TOPO,AUX,XR1,XR2,XR3
ScanComboNames2="PIC,CROSS,LSP,SPOT"
ScanComboNames3="TV,SR,S1,52,S3"
ScanComboNames4="NOR,EMP,LDF,ECP"

The ScanComboNames|[1,2,3,4] are the names for each item in
the list boxes as seen by the user in the program interface.

ScanComboParameters1="SEI,COM,TOP,AUX,XR1,XR2,XR:
ScanComboParameters2="PIC,BUP,LSP,SPT"
ScanComboParameters3="TV,SR,S1,52,S3"
ScanComboParameters4="NOR,EMP,LDF,ECP"

The ScanComboParameters are the parameters for defining the
actual parameters sent with each command.



Installation > Configuration Files =

ELEMENTS.DAT

The data file used to define element parameters. This file is
normally not edited unless the default oxide cations need
to be changed permanently. The file structure consists of
100 lines (one line per element for H to Fm). The lines
MUST be in atomic number order!

Each element line contains the element atomic number,
lower case symbol, upper case symbol, default x-ray line, |
default crystal name, atomic weight, default number of
oxide cations and default number of oxide oxygens.

The default x-ray lines must be either "ka", "kb", "la", "Ib",
"ma" or "mb". These are the only allowable x-ray lines for
analysis. Because the physical parameters of the beta
series lines are not known with great accuracy, their use
should be limited in quantitative analysis. In practice this
could be of concern when spectral interferences are
present. However, Probe for EPMA provides a powerful
and completely quantitative spectral interference
correction that can correct for interfering lines down to the
trace level (Donovan, et al., 1993).

The default crystal names must correspond to a valid entry
in the CRYSTALS.DAT file. The number of default oxide
cations must be between 1 and 9 and the number of
default oxide oxygens must be between 0 and 9.

"h" "H" "ka" "WC144" 1.00800 2 1
"he" "He" "ka" "WC144" 4.00300 1 0
"li" "Li" "ka" "WC144" 6.93900 2 1
"be" "Be" "ka" "WC144" 9.01200 1 1
"b" "B " "ka" "WC144" 10.81100 2 3
"¢" "C" "ka" "NiCrBN" 12.01100 1 2
"n" "N" "ka" "NiCrBN" 14.00700 2 5
"o" "O" "ka" "NiCrBN" 16.00000 1 0
"tf" "F" "ka" "NiCrBN" 18.99800 1 0
"ne" "Ne" "ka" "NiCrRN" 2017900 1 0

OO UTh, WN -
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Installation > Configuration Files

CHARGES.DAT

The data file used to define elemental atomic charge
parameters. This file is normally not edited unless the default
atomic charge defaults need to be changed permanently. The
file structure consists of 100 lines (one line per element for H
to Fm). The lines MUST be in atomic number order!

Each element line contains the element atomic number,
upper case symbol, and the atomic charge. The atomic
charge must be between -10 and +10.



Installation > Configuration Files

CRYSTALS.DAT

The data file used to define crystal parameters. The file
structure consists of one line per crystal. Generally this file
is edited to specify special analyzing crystals such as
layered dispersive elements (LDEs). The maximum number
of defined crystals is determined by the MaxCrysType
parameter in Probe for EPMA (currently set to 60). Each
line contains the crystal name, the 2d spacing, the crystal K
reflection parameter, followed by the default peaking
element and x-ray line (not used at this time).

The crystals can be defined in any order, although ordered
by 2d spacing is most convenient for editing purposes.

The spectrometer position of a specific wavelength is
calculated according to the following formula. Note that
Probe for EPMA always assumes a 1st order line for the
purposes of the calculation :

- VA .
(Ed*[l—ﬁn
Where : N is the order
d is the d spacing of the analyzing

crystal

A is the wavelength

K is the crystal reflection factor
"LiF420" 1.802 0. "fe" "ka"
"LiF220" 2.848 0. "fe" "ka"
"LIE" 4.0267 0.000058 "fe" "ka"
"NaCl" 5.641 0. "fe" "ka"
"Si" 6.2709 0. "ca" "ka"
"Ge" 6.532 0. "ca" "ka"
"QTZ011" 6.686 0. "ca" "ka"
"QTZ010" 8.50 0. "ca" "ka"
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Installation > Configuration Files

MOTORS.DAT

The data file used to define motor parameters. The motor
array size (the number of data values on each line) is
defined as the sum of the "NumberOfTunableSpecs" and
the "NumberOfStageMotors" as specified in the
PROBEWIN.INI file. Note that a comment string
enclosed in double quotes, MUST be present at the
end of each line. Several unused parameter lines are at
the end of the file for future expansion. Note that the

tunable spectrometer motors must be listed first on each |

line, followed by the stage motors.

"sp1" "Sp2" "SP3" "SpP4" "Sp5"  "X" "y" "Z" "motor labels"
604 824 604 604 604 1.5 1.8 9.0 "low limit spect/stage motors"
2540 254.0 254.0 254.0 254.0 99.2 99.2 129 "high limit spect/stage motors hilim"
742.8646 742.8646 742.8646 742.8646 742.8646 27593.425 27593.425 27593.425 "unit to steps conversion"
.014381 .014381 .014381 .014381 .014381 1000.0 1000.0 1000.0 "unitto LiF200 angstrom or micron conversion"
5 5 5 5 5 20 20 20 "completion step tolerance for motors"
-400. -400. -400. -400. -400. -400. -400. -400. '"backlash size, (hilimit - lolimit)/backlash size"
200 200 200 200 200 200 200 200 ‘“derivative gain"
750 750 750 750 750 700 700 700 ‘“integral gain"
700 700 700 700 700 700 700 700 ‘“integration limit"
2000 2000 2000 2000 2000 2000 2000 2000 ‘"following error"
200 20 20 20 20 300 300 300 ‘"acceleration"
200000 200000 200000 200000 200000 400000 400000 400000 "velocity"
600 600 600 600 600 700 700 700 "gain"
11 11 11 11 11 11 11 11 "hard limit mode (low xor high xor smooth)"
1.0 10 10 10 1.0 1.0 1.0 1.0 "joystick sensitivity"
14 14 14 14 14 1.4 1.4 1.4 "joystick acceleration"
.002 .002 .002 .002 .002 .002 .002 .002 ‘'"backlash tolerance"
180.0 180.0 180.0 180.0 180.0 12 12 10 "park positions"
500000 500000 500000 500000 500000 400000 400000 40000 "JEOL velocities"
50000 50000 50000 50000 50000 -5000 -5000 5000 "Jeol Backlash"
0 0 0 0 0 0 0 0 "SX100 velocities"
0 0 0 0 0 0 0 0 "SX100 minimum speeds"
0 0 0 0 0 0 0 0 "unused"

Line 1 (spectrometer and stage motor labels)
" " "3" 4" X" "Y" "Z" "motor labels"

The motor labels are used to load several dialog controls to
allow the user to select a specific motor axis for a specified
operation. The motor labels must be enclosed in double
quotes.

Line 2 (motor low limits)
604 824 604 604 604 1.5 1.8 9.0 "low limit spect/stage motors"



JavaScript:RT_2745.HHClick()

~“ The motor low limit positions are used to define a softare”

low limit before the electrical limit switch position has been
reached. This is to prevent the user from accidentally
moving to a position outside the normal range of motion.
The motor low limits are defined in spectrometer and stage
units.

Line 3 (motor high limits)

254.0 254.0 2540 254.0 254.0 99.2 99.2 129 'high limit spect/stage motors hilim"
The motor high limit positions are used to define a software

high limit before the electrical limit switch position has
been reached. This is to prevent the user from accidentally
moving to a position outside the normal range of motion.
The motor high limits are defined in spectrometer and
stage units. The motor high limits must be greater than the
motor low limits.

Line 4 (not used at this time)
742.8646 742.8646 742.8646 742.8646 742.8646 27593.425 27593.425 27593.425 "unit to steps conversion"

Line 5 (spectrometer and stage units to

angstrom or micron conversion factors)
.014381 .014381 .014381 .014381 .014381 1000.0 1000.0 1000.0 "unitto LiF200 angstrom or micron conversion"

These parameters define the conversion factor for
converting from spectrometer units to angstroms
(assuming an LiF crystal present) or stage units to microns.
The conversion factors must not be equal to zero.

Note that although almost any spectrometer units may be
used (sin theta, L-units, Bragg angle, etc.) , the
spectrometer units chosen by the user MUST be directly
proportional to angstrom units. For this reason, the
program cannot utilize energy units (for example keV) since
these units are inversely proportional to angstrom units.

Microprobe Spectrometer |Stage
JEOL 0.014381 1000.0
Cameca 4.0267 E-5 1.0

The spectrometer conversion factors are used to convert



Some other helpful expressions :

JEOL L-Unit Crystal Conversion factors (d/R, where R = 140.0)
Angstroms = d/R * Spectrometer Reading

Cameca Sing Crystal Conversion factors (2d)
Angstroms = 2d * Spectrometer Reading

Line 6 (not used at this time)
0 0 0 0 0 0 0 "unused"

Line 7 (backlash size parameter)
400. 400. 400. 400. 400. 400. 400. "backlash size, (hilimit - lolimit)/backlash size"

These parameters define the size of the backlash motions used
for the spectrometer and stage motors. The absolute value of
each backlash size parameter must be greater than 10.0. Note
that the larger the value, the smaller the resulting backlash
motion will be. The calculation for the backlash size is :

_ ABS(Peinim —Prorim)

B Size

Bfa:mf
Where : Baize is the size of calculated
backlash motion in motor units
Prsi im is the motor high limit
Pl oLim is the motor low limit
Bractor is the backlash size parameter for

the motor

Note that if the backlash size parameter is negative, all
wavelength scans will scan from the low end to the high end
and, if the backlash size parameter is positive, all wavelength
scans will scan from the high end to the low end. In addition,
each motor (spectrometer or stage) can have either polarity.
That is, one spectrometer can have a negative backlash, while
the others have positive backlash values.

Note that the older SX100 instruments (spectro board type = “old”) only



support ROM scanning from low to high spectrometer positions (otherwise
the scan will start and run but no data is returned). This means that the
MOTORS.DAT backlash factors MUST be negative for these older SX100
instruments. For newer SX100/SXFive instruments (spectro board type =
“new”) the scan can be run in either direction (backlash factors can be
negative or positive).

Normally the backlash factor for each motor should be selected
to produce the smallest backlash size that can be tolerated to
reduce the time required for the backlash correction.

Note that the program will attempt to determine if a backlash is
required based on the last direction of motion for each motor. If
the backlash factor is positive and the last motion was from a
higher to a lower position and the size of the motion was larger
than the calculated backlash size, then a backlash will not be
performed on the next occurrence of the backlash adjustment
for that motor.

Li (not used at this time)
"unused"
"unused"
"unused"
"unused"
"unused"
"unused"
"unused"
"unused"
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Line 16-17 (not used at this time)

0 0 0 0 0 0 0 "unused"
0 0 0 0 0 0 0 "unused"

Line 18 (backlash tolerance)
.002 .002 .002 .002 .002 .002 .002 '"backlash tolerance"

These motor parameters are used to allow the user to "tune"
the backlash tolerance which the program uses to decide
whether to apply a "smart" backlash to the current move. The
default is 0.002 (0.2%) and the values must be between 0.1 and
0.000001. Use a smaller value to have the program apply the
backlash more often.

The backlash tolerance is also used to determine when the



StageMap window picture should be refreshed. If the stage
move is less than the backlash tolerance than the StageMap is
not refreshed.

Line 19 (park positions)

180.0 180.0 180.0 180.0 180.0 12 12 10 "park positions"
These motor parameters are used to set the "park" positions for

the spectrometer and stage motors. The park spectrometer and
park stage buttons are available from the Move window. If no
position is entered (read zero), then the motor hilimit is used for
the spectrometer park positions and the midway point between
the hilimit and lolimit is used for the stage park positions.

The stage park position can be specified so as to be used for the
instrument sample exchange position if desired.

Line 20 (JEOL velocities)

500000 500000 500000 500000 500000 200000 200000 20000 "JEOL velocities"
The JEOL velocities are used to restore spectrometer and stage

speeds to normal operating speeds after they have been
reduced for special operations. Currently only used for
spectrometer scanning for peaking and “quick” spectrometer
scanning. The values must be specified in units of 1/100t"
micrometers per second. Must be between 2000 (.02mm/sec)
and 500000 (5mm/sec). JEOL 8900 is limited to 400000
(Amm/sec). The default is 500000 (400000 for 8900) for
spectrometers and 400000 for stage axes.

Line 21 (JEOL backlash)

50000 50000 50000 50000 50000 -5000 -5000 5000 "JEOL Backlash"
The JEOL backlash values are for restoring the spectrometer and

stage backlash values after they have been turned off for
special operations. Currently only used for the auto-focus. The
values must be specified in units of 1/100t" micrometers. The
defaults are 50000 (500um) for spectrometers and -5000
(-50um) for X and Y and 5000 (50um) for Z. Must be between
100 and 100,000.



Line 22 (SX100 and SXFive motor

velocities)
5000 5000 5000 5000 2000 2000 2000 "SX100 velocities"

The SX100 and SXFive velocities are wused to restore
spectrometer and stage speeds to normal operating speeds
after they have been reduced for special operations. Currently
only used for spectrometer scanning for peaking and “quick”
spectrometer scanning. Must be between 1000 and 4000 for
spectrometers and between 500 and 15000 for X and Y stage
motors and between 1 and 200 for the Z stage motor. The
defaults are 3000 for spectrometers, 10000 for X and Y stage
axes (this is slightly slower than the OEM default) and 50 for the
Z stage axis.

Note: SX100 Z speed range is between 10 and 200, and SXFive
Z speed range is between 1 and 10.

Line 23 (SX100 minimum speeds)

0 0 0 0 0 0 0 "SX100 minimum speeds"
The SX100 minimum speeds are used to determine how slow a

spectrometer or stage motor can be driven. At this time, only
the spectrometer ROM scanning is affected by this parameter.
Note that some spectrometers will scan at very slow speeds
down to 5 steps per second, while some spectrometers will only
scan as low as 20 steps per second.

The default is 10 for spectrometers (must be between 2 and
1000) and for stage axes the default is 100 for X and Y and 5 for
Z (must be between 10 and 1500 for X and Y and between 2
and 100 for Z).

Line 24 (not used at this time)
0 0 0 0 0 0 0 "unused"
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SCALERS.DAT

The data file used to define scaler parameters. The scaler
array size (the number of data values on each line) is

defined as the "NumberOfTunableSpecs"

PROBEWIN.INI file. Note that a comment string
enclosed in double quotes MUST be present at the
end of each line. Several unused parameter lines are at

the end of the file for future expansion.

The following example SCALERS.DAT is for an instrument

with 4 tunable spectrometers.

"toom2mom3t 4" "5" Uscaler labels”
" " " " " "fixed scaler elements"
"fixed scaler x-rays"
2 2 2 2 2 "crystal flipping flag"
253. 253. 253. 253. 253. "crystal flipping position"
2 2 4 2 2 "number of crystals"
"PET" "LIFH" "PET" "PET" "LIF" "crystal typesl"
"TAP" "PETH" "TAP" "TAP" "PET" "crystal types2"

n " nn n "

" " "WSIe0" " " "crystal types3"
" " "NiCrBN" "" " "crystal types4"
" " " " " "crystal types5"
" " " " " "crystal types6"

1.0 10 10 1.0 1.0 "deadtime in microseconds"

60. 60. 40. 60. 60. "off-peak size, (hilimit - lolimit)/off-peak size"
40. 40. 30. 40. 40. "wavescan size, (hilimit - lolimit)/wavescan size"
80. 80. 50. 80. 80. "peakscan size, (hilimit - lolimit)/peakscan size"
100 100 100 100 100 "wavescan steps"

40 40 40 40 40 "peakscan steps"

0.08 0.08 0.08 0.08 0.08 "LiF peaking start size"

0.004 0.004 0.004 0.004 0.004 "LiF peaking stop size"

30 30 30 30 30 "maximum peaking cycles"

5. 5. 5. 5. 5. "minimum peak to background"

10. 10. 10. 10. 10. "minimum peak intensity"

1. 1. 1. 1. 1. "default PHA baseline voltages"

9. 9. 9. 9. 9. "default PHA window voltages"

32. 32, 32. 64. 16. "default PHA gain"

1500. 1750. 1450. 1650. 1760. "default detector bias"

1. 1. 1. 1. 1. "PHA baseline full scale factors"
1. 1. 1. 1. 1. "PHA window full scale factors"
1. 1. 1. 1. 1. "PHA gain scale factors"

1. 1. 1. 1 1. "Detector bias scale factors"

140. 100. 140. 140. 140. "Roland Circle (mm)"

2 2 2 2 2 "Crystal flip delays"

400. 400. 400. 400. 400. "Spec offset warning factors"
0 0 0 0 0 "Cameca integer deadtimes"

1500 1500 1500 1500 1500 "Bias scan low limits"
1800 1800 1800 1800 1800 "Bias scan high limits"

4 4 4 4 4 "Gain scan low limits"

128 128 128 128 128 "Gain scan high limits"

4 4 4 4 4  "Scan Baselines"

the —
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4 4 4 4 4 "Scan Baselines"

d 1 d 1 .1 "Scan Windows"

1. 1. 3 2 .45 "default PHA baseline voltages1"
1. 1. 1. 1. .5 "default PHA baseline voltages2"
0. O 1. 0. 0. "default PHA baseline voltages3"
0. O 1. 0. 0. "default PHA baseline voltages4"
0. 0. 0. 0. 0. "default PHA baseline voltages5"
0. 0. 0. 0. 0. "default PHA baseline voltages6"
9. 9. 9.7 8  9.55 "default PHA window voltages1"
9. 9. 9. 9. 9.5 "default PHA window voltages2"
0. 0. 9. 0. 0. "default PHA window voltages3"
0. 0. 9. 0. 0. "default PHA window voltages4"
0. 0. 0. 0. 0. "default PHA window voltages5"
0. 0. 0. 0. 0. "default PHA window voltages6"
32. 16. 32. 64. 16. "default PHA gainl"

32. 32. 64. 64. 32. "default PHA gain2"

0. 0. 32. 0. 0. "default PHA gain3"

0. 0. 8 0. 0. "default PHA gain4"

0. 0. 0. 0. 0. "default PHA gain5"

0. 0. 0. 0. 0. "default PHA gain6"

1674. 1764. 1750. 1650. 1790. "default detector bias1"
1750. 1800. 1800. 1700. 1770. "default detector bias2"
0. 0. 1740. 0. 0. "default detector bias3"

0. 0. 1740. 0. 0. "default detector bias4"

0. 0. 0. 0. 0. "default detector bias5"

0. 0. 0. 0 0. "default detector bias6"

0 0 0 0 0 "default PHA inte/diff modes1"

0 0 0 0 0 "default PHA inte/diff modes2"

0 0 0 0 0 "default PHA inte/diff modes3"

0 0 0 0 0 "default PHA inte/diff modes4"

0 0 0 0 0 "default PHA inte/diff modes5"

0 0 0 0 0 "default PHA inte/diff modes6"
123 1.31 156 1.32 1.04 "default detector deadtimes1"
1.21 1.16 131 1.14 1.03 "default detector deadtimes2"
0 0 123 0 0 "default detector deadtimes3"

0 0 1.18 0 0 "default detector deadtimes4"

0 0 0 0 0 "default detector deadtimes5"

0 0 0 0 0 "default detector deadtimes6"

0 0 0 0 0 "Cameca large area crystal flagl"
0 0 0 0 0 "Cameca large area crystal flag2"
0 0 0 0 0 "Cameca large area crystal flag3"
0 0 0 0 0 "Cameca large area crystal flag4"
0 0 0 0 0 "Cameca large area crystal flag5"
0 0 0 0 0 "Cameca large area crystal flag6"
0 0 0 0 0 "unused"

0 0 0 0 0 "unused"

0 0 0 0 0 "unused"

0 0 0 0 0 "unused"

0 0 0 0 0 "unused"

0 0 0 0 0 "unused"

0 0 0 0 0 "unused"

Line 1 (scaler labels)

T T T

“5”  "scaler labels"

These scaler labels are used to load several dialog controls
to specify the counting channel labels. The scaler labels

must be enclosed in double quotes.

Line 2 (not used at this time)

0 0 0 0 0

"unused"



Pre and Post Scan Ranges

The peakscan range (for post and prescan peakscans) is based
on the peakscan range calculated above but the counting time
is further modified as shown here:

PreScanCountTime = PeakingCountTime /4
PostScanCountTime = PeakingCountTime
Where:

PeakingCountTime is from the PROBEWIN.INI
[counting] section.



ROM Peak Scan Range

The ROM peak scan range is also related to the crystal 2d and
spectrometer position peaking start size parameter as shown
here:

where:
ScalLiFPeakingStartSize is from line 19 of the
SCALERS.DAT file

and:
Factor is calculated from the
following expression:

Fric 265 peat (%3 |:|'|\I"Df-55--"- + ABS P — Proro

where: 2 e . Popeat

LI is the spectrometer on-peak
position

PaiLien is the spectrometer high limit

Protie is the spectrometer low limit

26 popea is the 2d spacing of the analyzing
crystal

2dipy is the 2d spacing for LiF (4.0267)

Note that if the analyzing crystal 2d is greater than 30 (for LDE
analyzers) the scaling factor is increased by an additional factor
of three. The actual ROM peakscan range is further adjusted
based on the expression:

F{_} 1.;"-5&'.‘;?.-'.;'51'--_;-':{)"1.;2-':{ gE = I.'F:'-."_'."t - —'D_,_ .I = Pe:"'-f‘-\":“):g
where: S - ScalPeakScanSizeFacror  ScalliFPealingSrartsize
ScalPeakScanSizeFactor is from line 16 of the
SCALERS.DAT file
ScalLIFPeakingStartSize is from line 19 of the

SCALERS.DAT file



PeakingStartSize is the calculated from
above and is user adjustable within the application

Pt ie is the spectrometer high limit

P ot ier is the spectrometer low limit

Note that the SCALERS.DAT parameters are designed to place
these parameters in approximate relative scale for normal and
high intensity spectrometers while the PeakingStartSize can be
edited by the user from the Peak/Scan Options dialog for a
specific analytical situation to increase or decrease the ROM
peaking scan range.

Line 17-18 (number of wavescan or peakscan steps)
100 100 100 100 "wavescan steps"
40 40 40 40 "peakscan steps"

These parameters are used to define the default wavescan and
peakscan (pre-scan before peak centering) number of steps.
The number of steps must be greater than 5 and the maximum
number of peakscan steps must be less than or equal to
MAXROMSSCAN% (1000).

Line 19-20 (spectrometer peak center start and stop

sizes)
0.001 0.001 0.001 0.001 "LiF peaking start size"
0.0002 0.0002 0.0002 0.0002 "LiF peaking stop size"

These parameters are used to define the default start and stop
step sizes which is used for all three types of spectrometer
peaking (interval, parabolic and ROM based).



Software Based Peaking

For interval halving spectrometer peak centering, the peaking
start size is the spectrometer step size used to begin the
interval halving peak center assuming an LiF (200) crystal and a
theta at the highest spectrometer setting. For example, K ka on
an LiF crystal (SEMQ probe) or Ti ka on a LiF crystal (Cameca
probe). Each time the interval halving peaking procedure
reverses direction, the interval size is halved. When the interval
size is less than the peaking stop size the spectrometer is
considered to be properly peaked.

For parabolic fit peak centering, the peaking start size
determines the offset used to measure the high and low side
peak intensities. The peaking start size should be adjusted to
yield an intensity approximately 1/2 the peak intensity for both
the high and low side of the peak, to obtain a good fit to the
peak shape. If the parabolic fit spectrometer positions need
adjustment, the program shifts the middle, high and low
positions by 1/2 the peaking start size and tries again.



ROM Based Peaking

For the ROM based peak centering (if available), the peaking
start size is again utilized for best results, depending on the
interface type. Note the following parameters apply to non-ROM
based and ROM based peak scan parameters:

Non-ROM scan based
1. Wavescan: # of points, wave count time
2. Quickscan: Spectro scan speed (%), quick count
time
ROM scan based
1. Wavescan: # of points, wave count time
2. Quickscan: Spectro scan speed (%), quick count
time

ROM Based Peaking Scan:
- fine scan uses peaking time divided by 4 times 1.0
- coarse scan uses peaking time divided by 4
divided by 2.0
- fine scan uses peaking time divided by 4 times 1.5

Several ROM based peak center fit types are available. Applies
only to Cameca SX100/SXFive and JEOL 8200/8900/8500/8x30
microprobes.

0 = Internal (the instrument ROM peak method which
applies only to Cameca)
1 = Parabolic (spectrometer scan data is fit to a parabolic
fit)
2 = Maxima (spectrometer scan data is fit to Brent’s Maxima function)
3 = Gaussian (spectrometer scan data is fit to a Gaussian
fit)

The internal ROM type is available only on Cameca instruments.
The other options are only available on JEOL
8200/8900/8500/8x30 and Cameca SX100/SXFive instruments.
The parabolic and maxima fits require at least 3 data points



above the threshold (see below). The parabolic and maxima
methods have a user defined threshold that can be specified in
the INI file and the program.

The ROM peaking thresholds are designed to allow the user to
define the intensity values above which are used for one of the
three ROM fitting methods (parabolic, maxima or Gaussian). The
default is 0.33 which means that all intensity values 1/3 above
the minimum to maximum intensity range are used in the fit.

JEOL 8900/8200/8500/8x30 Direct (InterfaceType=2)-
The "Peaking Start Size" is wused to calculate the
spectrometer scan width for the peak scan procedure. The
coarse scan width is 3 times larger than the fine scan

width.
-5.3_, _ I D...._.D_"D.'_:.'..' DD _______

Where : S is the calculated peaking scan
width

Pt ie is the spectrometer high limit
(from MOTORS.DAT)

L is the spectrometer low limit (from
MOTORS.DAT)

P is the peak scan size factor (from
SCALERS.DAT)

P is the crystal spectrometer peaking
size (calculated for 2d and position)

P, rssarnse is the LIF spectrometer peaking

size (from SCALER_SL.EA:I:)

SX100/SXFive (InterfaceType=5)- The "Peaking Start
Size" is modified to produce a number between 0 and 4 by
utilizing the following expression :



e = A = AL ® B 3000000

where pw is the SX100 peak center width
Mhigh is the motor high limit
Miow is the motor low limit
P is the Peaking Start Size

The program uses a larger start and stop size for lower thetas
and larger crystal 2d spacings. A smaller stop peaking step size
will force the program to more carefully adjust the spectrometer
position, however this will require more time to achieve. Be sure
that the start peaking size is large enough for the program to
measure a significant count change. The start values must be
larger than 1/6000th of the total spectrometer range. The stop
peaking size must be less than the start peaking size. The
actual calculation for a specific peak position for a specific
crystal is shown here :

: _S e 2 oupe (%2 0Y J—P__ + ABS (Pygin = Propm)
Where : is the actual calculated step size

is the spectrometer default start or
stop size

PaiLien is the spectrometer high limit

Protie is the spectrometer low limit

LI is the spectrometer on-peak
position

2dopa is the 2d spacing of the analyzing
crystal

2dipy is the 2d spacing for LiF (4.0267)



SCALERS.DAT Lines 21-41

Line 21-23 (peaking cycles, P/B and minimum

intensities)

30 30 30 30 "maximum peaking cycles"
5. 5. 5. 5. "minimum peak to background"
10. 10. 10. 10. "minimum peak intensity"

These parameters are used to define additional peak centering
default parameters for the interval halving and parabolic peak
center. The maximum peaking cycles is used to specify the
maximum number of interval halving attempts the program will
make to find the peak center. If the number of peaking cycles is
small or the peak start size is small or the peak is too far from
the starting position, the peak center may fail. The allowable
range is 5 to 50 maximum peak cycles.

The minimum peak to background is the minimum peak to
background ratio that the program will attempt a peak center
on. The values must be greater than 1.5.

The minimum peak intensity is the minimum peak intensity in
counts per second that the program will attempt a peak center
on. The values must be greater than 10 counts per second.

Line 24-25 (PHA baseline, window default voltages)

1. 1. 1. 1. "default PHA baseline voltages"
10. 10. 10. 10. "default PHA window voltages"

The default baseline and window PHA values are specified on
this line. The values must be greater than zero.

Line 26-27 (PHA gain and bias defaults)

16. 16. 64. 32. "default PHA gain"
1350. 1880. 1850. 1350. "default detector bias"

The default gain and bias values are specified on this line. The
values must be greater than zero.

Line 28-31 (PHA baseline, window, gain and bias scale

factors)
1. 1. 1. 1. "PHA baseline full scale factors"
1. 1. 1. 1. "PHA window full scale factors"
1. 1. 1. 1. "PHA gain scale factors"



1 1 1 1. "Detector bias scale factors"

The PHA scale factors are used for PHA hardware that does not
accept 0 to 10 volt control voltages. If the PHA hardware does
give a 10 volt output for a 10 volt input control voltage then the
scale factors will be 1. If the PHA hardware outputs full scale (10
volts) using a lower input control voltage, then the scale factors
should be adjusted. For example, if the PHA hardware wants a
.33 volt input to output 10 volts, then set the appropriate PHA
scale factor to .33 for that channel. The values must be greater
than 0.0.

These parameters are no longer utilized by any of the current
instrument interfaces.

Line 32 (spectrometer Roland circle radius

in mm)
127. 127. 127. 127. "Roland Circle (mm)"

The values on this line are used to specify the spectrometer
Roland circle. These values are not used at this time. The values
must be greater than 0.0.

Line 33 (crystal flip delays in seconds)
0 0 0 0 "Crystal flip delays"

The values on this line are used to define the type and duration
of the crystal flip delay used to wait for a crystal flip to
complete. If the value is greater than zero then the program will
simply delay for the duration specified before allowing the
program to continue.

Line 34 (spectrometer offset warning

factors)
400. 400. 400. 400. "Spec offset warning factors"

The values on this line are used to define the size of the
maximum offset for a spectrometer from its theoretical position
for the purposes of printing a warning message to the log
window. If the actual spectrometer position offset is less than
the spectrometer range (as defined in the MOTORS.DAT file)
divided by this spectrometer offset warning factor then the
warning will not be printed. The default value is 400.



Line 35 (Cameca integer deadtimes)

0 0 0 0 "Cameca integer deadtimes"

This line is used to explicitly specify the integer deadtime
constants used to set the Cameca PHA hardware (non-
extendible or "enforced" deadtime. Therefore this data is used
only by the Cameca SX100/SXFive hardware interface and the
values are not accessible from within the program. These
integer deadtime values are distinct from the single precision
deadtimes specified on line 72-77 below which are used to
perform the actual deadtime correction in the analysis routines.

The typical procedure is to set the deadtimes on the Cameca
PHA hardware all to zero and then to measure the "intrinsic"
deadtime of the system using a range of beam currents from
approximately 10 to 200 nA on a pure metal x-ray line such as
Si Ka (PET and TAP) or Ti Ka (PET and LIF). A sufficient counting
time should be used to obtain .2% precision or better. The best
method is to find the "worst case" deadtime for each
spectrometer since the deadtimes may vary somewhat as a
function of detector bias and x-ray line energy.

Assume that the "intrinsic" deadtimes measured (when all
spectrometers are set to "DTIM"=0) are 2.23, 3.14, 3.45, 3.78
and 2.15. The next step would be to set the DTIM deadtime
parameter for each spectrometer to a value large enough to
completely "mask" this intrinsic" deadtime, that is values of 3,
4, 4, 4 and 3. Now since these integer deadtime are not
accurately set by the Cameca hardware, the operator must now
re-run the deadtime calibration measurement using these new
values and note the actual deadtimes. In this case depending on
the instrument, the measured deadtimes will be somewhat
larger, say, 3.75, 4.65, 4.12, 4.89 and 3.32.

In the example just described, the "DTIM" values of 3, 4, 4, 4
and 3 should be entered on line 35 for setting the Cameca
hardware and the measured values that correspond to them,



that is, 3.75, 4.65, 4.12, 4.89 and 3.32 should be entered on line
13 above to use in the software correction.

The integer "DTIM" deadtime values must be between zero and
ten. If a value of zero is read, then the program will load the
single precision deadtime from line 13 and truncate to integer
each value for setting the Cameca PHA hardware to an
approximate value.

Lines 36-41 (Bias scan low and high, gain scan low and

high, scan baseline and window values)
0 0 0 0 "unused"
1500 1500 1500 1500 "Bias scan low limits"
1800 1800 1800 1800  "Bias scan high limits"

4 4 4 4 "Gain scan low limits"
128 128 128 128 "Gain scan high limits"
4. 4. 4. 4. "Scan baselines"

01 01 01 0.1 "Scan windows"
These lines are used to specify the PHA bias and gain scan parameters used in the
PHA dialogs. This characterization of the detector electronics is essential for non-
Cameca (JEOL) instruments where the gain can only be adjusted in coarse steps.
Normally one sets the bias scan baseline at 4 volts, the window at 0.1volts above the
baseline and scans the detector bias between 1500 and 1800 volts to determine what
bias value is necessary for the x-ray peak to obtain a 4 volt level. Note, the low bias
scan voltage must be above the bias “plateau” for the correct determination of the
bias value.

For other instruments the gain can be scanned to determine the actual gain
necessary for a given detector bias. Both scan procedures use the same scan
baseline and windows settings. The default count time and interval values are
specified in the PROBEWIN.INI file in the [pha] section. Contact Paul Carpenter or John
Donovan for more information on this issue.



Extended Format SCALERS.DAT Lines 42-83

Lines 42-65 (default baseline, window, gain and bias and
deadtlme PHA settings for each crystal)

.3 .45  "default PHA baseline voltages1"
1. "default PHA baseline voltages2"
0. "default PHA baseline voltages3"
0. "default PHA baseline voltages4"
0. "default PHA baseline voltages5"
0. "default PHA baseline voltages6"
8. "default PHA window voltages1"
9. "default PHA window voltages2"
0. "default PHA window voltages3"
0. "default PHA window voltages4"
0. "default PHA window voltages5"
0. "default PHA window voltages6"
32.  64. "default PHA gainl"

64. 64. "default PHA gain2"

"default PHA gain3"

"default PHA gain4"

"default PHA gain5"

0. "default PHA gain6"

1674 1764 1750. 1650. "default detector bias1"
1750. 1800. 1800. 1700. "default detector bias2"
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0. 0 0. 0. "default detector bias3"
0. 0. 0. 0. "default detector bias4"
0. 0 0. 0. "default detector bias5"

0. 0. O. 0. "default detector bias6"
These lines are used to set the individual default PHA settings
for the baseline, window, gain and bias on the different
spectrometer and crystal basis. These crystal based parameter
values replace the older default PHA settings in lines 24-27. The
older values are still read and used as defaults for backward
compatibility.

You only need to enter values for as many crystals as you have
for each spectrometer (up to six crystals per spectrometer). The
range of allowable values is the same as the PHA parameters for
lines 24-27.

Lines 66-77 (default Inte/Diff mode and Deadtime PHA

settings for each crystal)

0 "default PHA inte/diff modes1"
"default PHA inte/diff modes2"
"default PHA inte/diff modes3"
"default PHA inte/diff modes4"
"default PHA inte/diff modes5"
"default PHA inte/diff modes6"
"default detector deadtimes1"
"default detector deadtimes2"
"default detector deadtimes3"
"default detector deadtimes4"
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0 0 0 0 "default detector deadtimes5"
0 0 0 0 "default detector deadtimes6"

These lines are used to set the individual default PHA settings
for the inte/diff mode and deadtime on the different

spectrometer and crystal basis. These crystal based deadtime
parameter values replace the older default settings in line 13.

This is mainly for non-Cameca microprobes where there is no
deadtime pulse stretching electronics and the instrument may
benefit from individual deadtime values for each crystal (energy
range). The older deadtime values are still read and used as
defaults for backward compatibility if these new values are zero.

There was no default inte/diff mode previously so the default
inte/diff mode is zero (integral mode).

Lines 78-83 (Cameca large area crystal flag)

0 0 "Cameca large area crystal flagl"
"Cameca large area crystal flag2"
"Cameca large area crystal flag3"
"Cameca large area crystal flag4"
"Cameca large area crystal flag5"
0 0 0 "Cameca large area crystal flag6"

This section allows the user to specify whether any crystals are
of the large area type. This flag applies only to the Cameca
SX100/SXFive and is only used to properly set the correct index
for crystal flipping. Two crystal spectrometer use indices 1 and 4
unless they are of the large area type in which case they use
indices 2 and 4.
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To indicate that a crystal is of the large area type edit the flag to
be a non zero value for each large area crystal. Note that the
Cameca very large area crystals are always index 1 and there is
only one crystal per spectrometer (it cannot be flipped).

Lines 84-90 (not used at this time)

0

"unused"
"unused"
"unused"
"unused"
"unused"
"unused"
"unused"
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Installation > Configuration Files =

DETECTORS.DAT

The data file used to define detector parameters. The
scaler array size (the number of data values on each line) is
defined as the "NumberOfTunableSpecs" in the
PROBEWIN.INI file. Note that a comment string
enclosed in double quotes MUST be present at the
end of each line. Several unused parameter lines are
throughout the file for future expansion.

The example DETECTORS.DAT file shown here is for a 1
spectrometer instrument.

" "Scaler Labels"

3 "Number of Slit Sizes"
"2.0mm" "Slit Size Strings[1]"
"0.5mm" "Slit Size Strings[2]"
"0.3mm" "Slit Size Strings[3]"

"Slit Size Strings[4]"
"Slit Size Strings[5]"
"Slit Size Strings[6]"
"Slit Size Strings[7]"
"Slit Size Strings[8]"
"Slit Size Strings[9]"
"Slit Size Strings[10]"
"Slit Size Strings[11]"
"Slit Size Strings[12]"

0 "Number of Slit Positions"
"Slit Position Strings[1]"
"Slit Position Strings[2]"
"Slit Position Strings[3]"
"Slit Position Strings[4]"
"Slit Position Strings[5]"
"Slit Position Strings[6]"
"Slit Position Strings[7]"
"Slit Position Strings[8]"
"Slit Position Strings[9]"
"Slit Position Strings[10]"
"Slit Position Strings[11]"
"Slit Position Strings[12]"

4 "Number of Detector Modes"
"SPC- FPC-"  "Detector Mode Strings[1]"
"SPC- FPC+"  "Detector Mode Strings[2]"
"SPC+ FPC-"  "Detector Mode Strings[3]"

"SPC+ FPC+"  "Detector Mode Strings[4]"

" "Detector Mode Strings[5]"
"Detector Mode Strings[6]"
"Detector Mode Strings[7]"
"Detector Mode Strings[8]"
"Detector Mode Strings[9]"
"Detector Mode Strings[10]"
"Detector Mode Strings[11]"
"Detector Mode Strings[121"




" "Detector Mode Strings[12]" -
0 "Number of Unused" j L]

" "Unused Strings[1]"
" "Unused Strings[2]"
" "Unused Strings[3]"
" "Unused Strings[4]"
" "Unused Strings[5]"
" "Unused Strings[6]"
" "Unused Strings[7]"
" "Unused Strings[8]"
" "Unused Strings[9]"
" "Unused Strings[10]"
" "Unused Strings[11]"
" "Unused Strings[12]"

2 "Slit Size Exchange Flags [0=none, 1=any position, 2=at position]"
0 "Slit Position Exchange Flags [0=none, 1=any position, 2=at position]"
1 "Detector Mode Exchange Flags [0=none, 1=any position, 2=at position]"
0 "Unused Exchange Flags [0=none, 1=any position, 2=at position]"
320.0 "Slit Size Exchange Positions"
0.0 "Slit Position Exchange Positions"
0.0 "Detector Mode Exchange Positions"
0.0 "Unused Exchange Positions"
185.0 "Slit Size Exchange Rowlands"
0.0 "Slit Position Exchange Rowlands"
0.0 "Detector Mode Exchange Rowlands"
0.0 "Unused Exchange Rowlands"
2 "Default Slit Size Indexes [1 to Number of Slit Sizes]"
1 "Default Slit Position Indexes [1 to Number of Slit Positions]"
4 "Default Detector Mode Indexes [1 to Number of Detector Modes]"
1 "Default Unused Indexes [1 to Number of Unused]"
Line 1 (scaler labels)
"1 "Scaler Labels"

These scaler labels are used to load several dialog controls
to specify the counting channel labels. The scaler labels
must be enclosed in double quotes and must be identical to
the values in the SCALERS.DAT file.

Line 2 (number of slit sizes)

3 "Number of Slit Sizes"

Lines 3-14  (slit size strings)

"2.0mm" "Slit Size Strings[1]"
"0.5mm" "Slit Size Strings[2]"
"0.3mm" "Slit Size Strings[3]"

" "Slit Size Strings[4]"
" "Slit Size Strings[5]"
" "Slit Size Strings[6]"
" "Slit Size Strings[7]"
" "Slit Size Strings[8]"
" "Slit Size Strings[9]"
" "Slit Size Strings[10]"
" "Slit Size Strings[11]"
" "Slit Size Strings[12]"

Line two indicates the number of valid slit size strings that
will follow each scaler label. Do not enclose the number in
quotes. The next 12 lines contain the actual slit size strings
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Overview

Program STARTWIN is used to provide a simple interface to
the microprobe motion and counting hardware functions.
From STARTWIN, the user can move the spectrometer and
stage motors, flip spectrometer crystals, blank or unblank
the beam and measure x-ray intensities.

Fie - Bdst  Moides Erxy  ‘Window Oubpol  Hels

Wolcoms to Startwin, Probe for EPMA (Xireme BEdition) . 10.8.1
Copyright (o) 1995-2015 John J. Donovan

This softwars is registered to
Startwin
Probe for EPFMA Desonstration Ron for JEOL Hardware

Fress tha Fl key in any window for context ssnsitive help. To got halp on & wanm
simply highlight with the mouse ard hit the F1 key. [ahochl 5. md =]

106279 w0 |
Taitialiging Dessnatration Intarfacs . 1
Demonstration Interface Initialized i TR | s
T AR
Remows i ]
_Fusde | I
Paoulions
i+ Mo Samples
£ Slandued
 Urknewn
i Wastcan

AR S smplen
Light Mode

TP Count Aoguisition
5FL 5F2 5P3 5 SP3 . T
| [157 200 1e&_ 300 157.200 157.308 157200 50,3500 50,3008 10,9500
1 2 3 4 5 Faraday
N ] .0d . -] .0 i
Z Bl

FHA | Count Times | St Wavnscon | Steet Count |

Analptical Conditions | PeakrScan Ogtions | || Stat Peak Contes | Traveise | Move |




StartWin




Description

Startwin is a utility application for general purpose control
of the microprobe hardware. It supports stage and
spectrometer motion, crystal flipping and scaler counting. It
also includes features for peak centering, beam and
detector stability, multiple spectrometer wavescans and
PHA distribution tests and spectrometer reproducibility
routines.

X-ray intensities in the log window are normalized to counts
per second and corrected for beam drift by default. If you
prefer to have the actual raw counts displayed, you can
uncheck the Normalize to Counts Per Second and/or the
Correct For Beam Drift options, respectively in the Count |
Times dialog. The actual normalization constant used for
the beam drift correction is, by default, the first non-zero
beam current read when the program is started, but this
value can be edited in the Count Times dialog. Enter 1.0 for
counts normalized to counts "per nA" or zero for no beam
drift correction. Note that to enable use of the +/- 3 S.D.
option in the Graph window, the counts must not be
normalized to counts per second.

The main window of STARTWIN is a scrollable text window
which will record all output and data acquisition. Most of
the functionality in STARTWIN is included in the larger
Probe for EPMA application and help for these functions
can be found in the Probe for EPMA documentation and
help sections. The following specific functions are unique to
STARTWIN :

More:

1Beam and Detector Stability
1Spectrometer Reproducibility
1 Deadtime Calibration

) PHA
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StartWin > Description

Beam and Detector Stability

To test the beam and/or detector stability select from the
Modes menu the data acquisition options desired for the test.
Normally to test beam and/or detector stability, one should
make sure that the Measure Faraday menu item is checked
(even for aperture microprobes) and from the Count Times
button in the Count Acquisition window, confirm that the Use
Beam Drift Correction check box is unchecked in order to
disable the beam drift correction.

It may also be desirable to check the Cycle menu item to
continuously acquire data for an extended period of time.
Finally, when ready, simply click the Start Count button. After
a suitable number of acquisitions have been acquired, click
the Cancel button in the StartWin log window to stop the
acquisition.

Next, the data may be graphically plotted by using the
mouse to select the data in the log window to plot. When the
desired data is selected, simply use the Output | Plot Count
Data menu to graph the results. By default all data columns
are selected, however to plot a single data column simply
click the column label of the desired data and click the Graph
button. The Use 3 S.D. check box will display +/- 3 standard
deviation lines for evaluation purposes if checked.



StartWin > Description

Spectrometer Reproducibility

To test spectrometer reproducibility, set up the count
acquisition as before in the Counter and Detector Stability
section, peak the spectrometer or spectrometers to test
using the Peak/Scan Options and Start Peak center buttons,
and then select the Move to Off Peaks menu item in the
Modes menu to enable spectrometer motion.

Again, acquire a sufficient number of data acquisitions,
select the data by dragging the mouse and use the Output |
Plot Count Data menu to graph the results.



StartWin > Description

Deadtime Calibration

To calibrate the deadtime constants for each spectrometer,
StartWin may be utilized. StartWin is capable of producing
a data set that is easily copied and pasted into Excel for
use with Paul Carpenter's deadtime spreadsheet template.

First, set a sufficient count time (for example 60 seconds)
for a precise measurement of intensities. If your interface
supports sample (absorbed) current measurements, select
this option also. Turn off the beam drift correction to
acquire "raw" intensities. Then tune all spectrometers to
the same element, for example Ti Ka on LiF and PET or Si
Ka on PET and TAP. Use pure metal standards for high count
rates and acquire 5 points at 10 different currents from
about 10 nA to 200 nA.

Copy and paste the data set from the StartWin log window
into a blank Excel spreadsheet and duplicate the beam
current column if the absorbed current column is missing.
See DEADTIME.DOC for more information on the data
format required by DEADTIME.XLS. Finally create a column
of the count time in the proper position (typically 1 second
for data acquired by StartWin).

When the data is properly formatted, simply copy and

paste the data set into the DEADTIME.XLS spreadsheet. The L

calculations on the new data set will be automatically
updated and plotted. Use these new figures to update the
values in the SCALERS.DAT file. Note that the actual
calibrated deadtimes are entered on line 13, while the
constant integer deadtime constants used to set the PHA
interface, are specified on line 35 for the Cameca interface
only.

Be aware however that deadtime is actually not a constant

|



and can vary with the line energy of the x-ray being -



StartWin > Description =

PHA

The StartWin PHA window allows the user to acquire PHA,
Bias or Gain scans on all spectrometers at the same time.
For the PHA scans, the program will measure the x-ray
intensity as the baseline is varied from its current value up
to the maximum baseline value with a window width based
on the differential between the baseline and window and
the number of points to be acquired.
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