Related Documentation

Some NI-IMAQ and NI Vision manuals are available as PDFs. You must
have Adobe Reader with Search and Accessibility 5.0.5 or later installed
to view the PDFs. Refer to the Adobe Systems Incorporated Web site at
www.adobe.com to download Adobe Reader. Refer to the National
Instruments Product Manuals Library at ni.com/manuals for updated

documentation resources.

The following documents contain information that you may find helpful as
you use this help file:

NI Vision Acquisition Software Release Notes—Contains
information about new functionality, minimum system
requirements, and installation instructions for NI-IMAQ driver
software.

Measurement & Automation Explorer for NI-IMAQ—EXxplains how
to configure NI-IMAQ, an image acquisition device, and a camera
using Measurement & Automation Explorer (MAX).

NI-IMAQ Function Reference Help—Contains reference
information about the LabWindows/CVI functions for NI-IMAQ
driver software.

NI-IMAQ VI Reference Help—Contains reference information
about the LabVIEW palettes and VIs for NI-IMAQ driver software.

NI Developer Zone—For more information about developing your
image acquisition application, visit the NI Developer Zone at
ni.com/zone. NI Developer Zone contains example programs,
tutorials, technical presentations, the Instrument Driver Network, a
measurement glossary, an online magazine, and a product advisor,
as well as a community area where you can share ideas,
guestions, and source code with developers around the world.
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Conventions
This help file uses the following conventions:

<> Angle brackets that contain numbers separated by an ellipsis
represent a range of values associated with a bit or signal
name—for example, AO <0..3>.

» The » symbol leads you through nested menu items and
dialog box options to a final action. The sequence File»Page
Setup»Options directs you to pull down the File menu,
select the Page Setup item, and select Options from the last

dialog box.

@ This icon denotes a tip, which alerts you to advisory
information.

5 This icon denotes a note, which alerts you to important
information.

bold Bold text denotes items that you must select or click in the

software, such as menu items and dialog box options. Bold
text also denotes parameter names.

green Underlined text in this color denotes a link to a help topic,
help file, or Web address.
italic Italic text denotes variables, emphasis, cross references, or

an introduction to a key concept. Italic text also denotes text
that is a placeholder for a word or value that you must
supply.

monospace Text in this font denotes text or characters that you should
enter from the keyboard, sections of code, programming
examples, and syntax examples. This font is also used for
the proper names of disk drives, paths, directories,
programs, subprograms, subroutines, device names,
functions, operations, variables, filenames, and extensions.



Navigating Help (Windows Only)

To navigate this help file, use the Contents, Index, and Search tabs to
the left of this window or use the following toolbar buttons located above
the tabs:

Hide—Hides the navigation pane from view.

Locate—Locates the currently displayed topic in the Contents tab,
allowing you to view related topics.

Back—Displays the previously viewed topic.

Forward—Displays the topic you viewed before clicking the Back
button.

Options—Displays a list of commands and viewing options for the
help file.



Searching Help (Windows Only)

Use the Search tab to the left of this window to locate content in this help
file. If you want to search for words in a certain order, such as "related
documentation,” add quotation marks around the search words as shown
in the example. Searching for terms on the Search tab allows you to
quickly locate specific information and information in topics that are not
included on the Contents tab.



Wildcards

You also can search using asterisk (*) or question mark (?) wildcards.
Use the asterisk wildcard to return topics that contain a certain string. For
example, a search for "prog*" lists topics that contain the words
"program,” "programmatically,” "progress,"” and so on.

Use the question mark wildcard as a substitute for a single character in a

search term. For example, "?ext" lists topics that contain the words
"next," "text," and so on.

Note Wildcard searching will not work on Simplified Chinese,
Traditional Chinese, Japanese, and Korean systems.



Nested Expressions

Use nested expressions to combine searches to further refine a search.
You can use Boolean expressions and wildcards in a nested expression.
For example, "example AND (program OR VI)" lists topics that contain
"example program" or "example VI." You cannot nest expressions more

than five levels.



Boolean Expressions

Click the » button to add Boolean expressions to a search. The following
Boolean operators are available:

e AND (default)—Returns topics that contain both search terms. You
do not need to specify this operator unless you are using nested
expressions.

e OR—Returns topics that contain either the first or second term.

e NOT—Returns topics that contain the first term without the second
term.

e NEAR—Returns topics that contain both terms within eight words
of each other.



Search Options

Use the following checkboxes on the Search tab to customize a search:

e Search previous results—Narrows the results from a search that
returned too many topics. You must remove the checkmark from
this checkbox to search all topics.

e Match similar words—Broadens a search to return topics that
contain words similar to the search terms. For example, a search
for "program” lists topics that include the words "programs,”
"programming,” and so on.

o Search titles only—Searches only in the titles of topics.



Printing Help File Topics (Windows Only)

Complete the following steps to print an entire book from the Contents
tab:
1. Right-click the book.
2. Select Print from the shortcut menu to display the Print Topics
dialog box.
3. Select the Print the selected heading and all subtopics option.

Note Select Print the selected topic if you want to print
the single topic you have selected in the Contents tab.

4. Click the OK button.



Printing PDF Documents

This help file may contain links to PDF documents. To print PDF
documents, click the print button located on the Adobe Acrobat Viewer

toolbar.



Imaging Fundamentals

This section contains information about the nomenclature and concepts
related to image acquisition and machine vision applications.

Digital Images
Cameras

Color Basics
Quadrature Encoders




Digital Images

This section contains information about the definition and properties of
digital images, image types, and file formats.

Definition of a Digital Image

Properties of a Digital Image

Image Files




Definition of a Digital Image

An image is a two-dimensional array of values representing light intensity.
For the purposes of image processing, the term image refers to a digital
image. An image is a function of the light intensity

f(x, y)

where fis the brightness of the point (x, y) and x and y represent the
spatial coordinates of a picture element (abbreviated pixel).

By convention, the spatial reference of the pixel with the coordinates (0,0)
is located at the top, left corner of the image. Notice in the following
image that the value of x increases moving from left to right, and the
value of y increases from top to bottom.

(0,09
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In digital image processing, an imaging sensor converts an image into a
discrete number of pixels. The imaging sensor assigns each pixel a
numeric location and a gray level or color value that specifies the
brightness or color of the pixel.



Properties of a Digital Image

A digitalized image has three basic properties: resolution, definition, and
number of planes.



Spatial Resolution

The spatial resolution of an image is its number of rows and columns of
pixels.



Image Definition

The definition of an image indicates the number of shades that you can
see in an image. The bit depth of an image is the number of bits used to
encode the value of a pixel. For a given bit depth of n, the image has an
image definition of 2", meaning a pixel can have 2" different values. For
example, for a bit depth of 8 bits, a pixel can take 256 different values
ranging from O to 255. For a bit depth of 16 bits, a pixel can take 65,536
different values ranging from O to 65,535 or from -32,768 to 32,767.

The manner in which you encode your image depends on the nature of
the image acquisition device, the type of image processing you need to
use, and the type of analysis you need to perform. For example, 8-bit
encoding is sufficient if you need to obtain the shape information of
objects in an image. However, if you need to precisely measure the light
intensity of an image or region in an image, you should use 16-bit or
floating-point encoding.

Use color encoded images when your machine vision or image
processing application depends on the color content of the objects you
are inspecting or analyzing.



Number of Planes

The number of planes in an image corresponds to the number of arrays
of pixels that compose the image. A grayscale or pseudo-color image is
composed of one plane. A true-color image is composed of three planes
—one each for the red component, green component, and blue
component.

In true-color images, the color component intensities of a pixel are coded
into three different values. The color image is the combination of three
arrays of pixels corresponding to the red, green, and blue components in
an RGB image. HSL images are defined by their hue, saturation, and
luminance values. Refer to Color Basics for more information about color
images and when they are used.




Image Files

An image file is composed of a header followed by pixel values.
Depending on the file format, the header contains image information
about the horizontal and vertical resolution, pixel definition, and the
original palette. Image files may also store information about calibration,
pattern matching templates, and overlays. The following are common
image file formats:

Bitmap (BMP)

Tagged image file format (TIFF)

Portable network graphics (PNG)—Offers the capability of storing
image information about spatial calibration, pattern matching
templates, and overlays

Joint Photographic Experts Group format (JPEG)

National Instruments internal image file format (AIPD)—Used for
saving floating-point, complex, and HSL images

Standard formats for 8-bit grayscale and RGB color images are BMP,
TIFF, PNG, JPEG, and AIPD. Standard formats for 16-bit grayscale and
complex images are PNG and AIPD.



Cameras

There are many different types of cameras available for your image
acquisition applications. You should use the parameters of your
application to decide which type of camera system is appropriate for your
needs.

The National Instruments Industrial Camera Advisor at ni.com/zone offers
a one-stop Web resource for selecting an imaging camera. This virtual
catalog provides features and specifications for more that 150 cameras
so that you can compare cameras by category (such as analog, digital,
line scan, area scan, or progressive scan), by feature, or by
manufacturer.

The following sections provide information about cameras:
Area Scan vs. Line Scan

Analog
Digital
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Area Scan vs. Line Scan

Cameras use different methods of acquiring the pixels of an image. Two
commonly used methods are area scan and line scan. An area scan
camera acquires an area of pixels at a time until the entire image is
acquired. Most applications use this type of camera. A line scan camera
scans only one line of pixels at a time, providing faster acquisition.
However, the lines must be fit together by your acquisition hardware and
software to create a whole image. Line scan cameras are useful in web
inspection applications during which the object under inspection moves
along a conveyor or stage in a production system. Line scan cameras are
also useful in high-resolution applications because you can arbitrarily
lengthen the image by fitting a specified number of lines together.



Analog Cameras

Analog cameras output a video signal in an analog format. The horizontal
sync (HSYNC) pulse identifies the beginning of each line; multiple lines
make up a field. An additional pulse, called the vertical sync (VSYNC),
identifies the beginning of a field. For most traditional analog cameras,
the odd and even fields are interlaced to increase the perceived image
update rate. Two fields make up one frame. Some higher-end cameras
expose the entire image at once. The following figure illustrates the

analog output of a video signal.
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The black level is a reference voltage for measuring pixel intensities. Low
voltages typically indicate darker pixels, while higher voltages result in

lighter pixels.



Standard Analog Video Formats

The following table describes the standard video formats used by analog
imaging cameras. These formats vary in image size, color availability,
and frame rate. Most analog cameras adhere to one of these four
formats.

Format| Country |Frames per Second|Color|image Size

RS-170|USA, Japan 30 No | 640 x 480
NTSC |USA, Japan 30 Yes | 640 x 480
CCIR |Europe 25 No | 768 x 576

PAL Europe 25 Yes | 768 x 576




Digital Cameras

Digital cameras use three types of signals—data lines, a pixel clock, and
enable lines. Data lines are parallel wires that carry digital signals
corresponding to pixel values. Monochrome digital cameras typically
represent pixels with 8, 10, 12, or 14 bits. Color digital cameras typically
use up to 8 or 10 bits per color for each pixel. Depending on your
camera, you may have as many as 30 data lines, or wires, representing
one pixel. The number of data lines per pixel determines bit depth.

The pixel clock is a high-frequency pulse train that indicates when the
data lines contain valid data. On the active edge of the pixel clock—which
can be either the rising edge or the falling edge, depending on the
camera—the value of the digital lines is input into your image acquisition
device. The pixel clock frequency determines the rate that pixels are
acquired.

Enable lines indicate when data lines contain valid data. The Line Valid
signal in digital cameras provides the same type of information about
where each line is located as the HSYNC signal provides for analog
cameras. In digital cameras, the Line Valid signal is usually active for the
entire duration of the line, rather than indicating only the start of the line.
At the end of that row, the Line Valid signal goes inactive until the next
row of pixels begins. The Frame Valid signal in digital cameras provides
the same type information about where each line is located as the
VSYNC signal provides for analog cameras. In digital cameras, the
Frame Valid signal is active during the acquisition of an entire frame. At
the end of that frame, the Frame Valid signal goes inactive until the
beginning of the next frame.

Digital line scan cameras consist of a single row of pixel elements and
require only a Line Valid timing signal. Area scan cameras provide both
the Line Valid and Frame Valid signals.



Taps

Increasing the speed of the digital camera pixel clock or acquiring more
than one pixel at a time can greatly improve camera acquisition speed. A
tap is a group of data lines that together carry one pixel. A camera that
latches only one pixel during the active edge of the pixel clock is known
as a single tap camera. Other cameras have multiple pixels on separate
data lines that are all available during the active edge of the pixel clock.
These multi-tap cameras are available with as many as 10 taps.
Cameras with multiple taps require more data lines but provide faster
data transfer.



Camera Files

Because digital cameras vary in specifications such as speed, image
size, pixel depth, number of taps, and modes, NI-IMAQ requires a
camera file specific to your camera to define all of these values in order
to use that camera with your image acquisition device. You can find a list
of camera files that have been tested and approved by National
Instruments online at the National Instruments Industrial Camera Advisor
at ni.com/zone. You also can create your own camera files using the NI
Camera File Generator, which you can download from the National
Instruments Machine Vision Web site at ni.com/vision.
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Types of Digital Cameras

There are three main types of digital cameras: parallel, Camera Link, and
IEEE 1394.

Parallel

Many older or specialized digital cameras use a parallel interface that
provides a wide range of acquisition speeds, image sizes, and pixel
depths. Parallel cameras often require users to customize their cables
and connectors to suit their image acquisition device.

Camera Link

The Camera Link standard was developed to ease the challenges of the
custom cable interface between parallel digital cameras and image
acquisition devices. National Instruments, as part of the Camera Link
Standards Committee consisting of camera and frame grabber
manufacturers, developed this standard to offer speed and triggering
functionality with the ease of standardized cabling. This standard allows
for high-speed image capture.

IEEE 1394

The IEEE 1394 standard offers a simple daisy chain cabling system with
a standard interface. IEEE 1394, however, lacks the data throughput
capabilities of the parallel and Camera Link interfaces. IEEE 1394 also
lacks trigger synchronization capabilities.

The following table describes the advantages and disadvantages of the
three main digital interface standards.

Interface Advantages Disadvantages
Parallel |High Speed Bulky cabling
standard

No physical or protocol
standards for interfacing with
image acquisition devices

IEEE Simple cabling that allows  |Slower data transfer rate
1394 daisy chaining and use of
standard |hubs and repeaters

Low cost
No camera files required




Camera
Link
standard

High speed
Uniform cables

More costly than IEEE 1394
10 m cable length limit




Camera Link

Developed by a consortium of camera and image acquisition device
manufacturers, Camera Link is a standard for interfacing digital cameras
with image acquisition devices. Camera Link simplifies connectivity
between the image acquisition device and the camera by defining a
single standard connector for both. This standard ensures compatibility of
devices bearing the Camera Link logo.

The basis for the Camera Link standard is a serial data transmission
method consisting of a general-purpose transmitter/receiver pair. Each
driver takes 28 bits of parallel digital data and a clock and serializes the
stream to four LVDS (EIA-644) data streams and an LVDS clock. The
Camera Link standard provides high-speed data transmission across 10
wires over distances of up to 10 m.

Camera Link Base configuration uses one transmitter/receiver pair and
requires one cable for data transmission. Camera Link Medium
configuration uses two transmitter/receiver pairs. Camera Link Full
configuration uses three transmitter/receiver pairs. Both Medium and Full
configuration require two data cables.

Refer to the Specifications of the Camera Link Interface Standard for
Digital Cameras and Frame Grabbers manual for more detailed
information about Camera Link specifications. This manual is available
on several Web sites, including the Automated Imaging Association Web
site at www.machinevisiononline.org.
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Color Basics

This section explains basic color theories, describes color image output
options, and describes methods you can use to acquire a color image.

Introduction to Color

Color Spaces

Image Representations

Color Camera Types




Introduction to Color

Color is the wavelength of the light the human eye receives when we look
at an object. In theory, the color spectrum is infinite. Humans, however,
can see only a small portion of this spectrumthe portion that goes from
the red edge of infrared light (the longest wavelength) to the blue edge of
ultraviolet light (the shortest wavelength). This continuous spectrum is
called the visible spectrum.

White light is a combination of all colors. The spectrum of white light is
continuous and goes from ultraviolet to infrared in a smooth transition.
You can represent a good approximation of white light by selecting a few
reference colors and weighting them appropriately. The most common
way to represent white light is to use three reference components, such
as red, green, and blue (RGB) primaries. You can simulate most colors of
the visible spectrum using these primaries. For example, video projectors
use red, green, and blue light generators, and an RGB camera uses red,
green, and blue sensors.

The perception of a color depends on many factors:

e Hue—The perceived dominant color. Hue depends directly on the
wavelength of a color.

e Saturation—The amount of white light present in a color. Pastels
typically have a low saturation while very rich colors have a high
saturation. For example, pink typically has a red hue but has a low
saturation.

e Luminance—The brightness information in the video picture. The
luminance signal amplitude varies in proportion to the brightness of
the video signal and corresponds exactly to the monochrome
picture.



Color Spaces

Color spaces allow you to represent a color. A color space is a subspace
within a three-dimensional coordinate system where each color is
represented by a point. You can use color spaces to facilitate the
description of colors between persons, machines, or software programs.

Various industries and applications use a number of different color
spaces. Humans perceive color according to parameters such as
brightness, hue, and intensity, while computers perceive color as a
combination of red, green, and blue. The printing industry uses cyan,
magenta, and yellow to specify color.

The following is a list of common color spaces:

RGB—Based on red, green, and blue. Used by computers to
display images.

HSL—Based on hue, saturation, and luminance. Used in image
processing applications.

CIE—Based on brightness, hue, and colorfulness. Defined by the
Commission Internationale de I'Eclairage (International
Commission on lllumination) as the different sensations of color
that the human brain perceives.

CMY—Based on cyan, magenta, and yellow. Used by the printing
industry.

YIQ—Separates the luminance information (Y) from the color
information (I and Q). Used for TV broadcasting.



When to Use

You must define a color space every time you process color images. If
you expect the lighting conditions to vary considerably during your color
machine vision application, use the HSL color space. The HSL color
space provides more accurate color information than the RGB space
when running color processing functions, such as color matching, color
location, and color pattern matching.

If you do not expect the lighting conditions to vary considerably during
your application, and you can easily define the colors you are looking for
using red, green, and blue, use the RGB space. Also, use the RGB
space if you want to display, but not process, color images in your
application. The RGB space reproduces an image as you would expect
to see it.



Color Image Representations

Color images can be represented in different formats. These formats can
contain all color information from the image, or they can consist of just
one aspect of the color information, such as hue or luminance. The
following image representations can be produced using NI-IMAQ or color
image acquisition devices.

32-Bit RGB

The most common image representation is 32-bit RGB format. In this

representation, the three 8-bit color planes—red, green, and blue—are
packed into an array of 32-bit integers. This representation is useful for
displaying the image on the monitor. The 32-bit integer is organized as

O0|RED|GREEN |BLUE

where the high-order byte is not used, and the low-order byte is blue.

Each color plane can be returned individually. The red, green, or blue
plane is extracted from the RGB image and represented as an array of 8-
bit integers.

64-Bit RGB

In the 64-bit RGB representation, the three 16-bit color planes are
packed into an array of 64-bit integers, where the high-order byte is not
used. This representation allows for more distinct colors per plane.

32-Bit HSL

In the 32-bit HSL representation, the three 8-bit color planes—hue,
saturation, and luminance—are packed into an array of 32-bit integers in
the same manner as the 32-bit RGB representation.

The hue, saturation, and luminance planes also can be returned
individually if you want to analyze the image. You can retrieve the data in
8-bit format to reduce the amount of data to be processed.



Color Camera Types

You can use three basic camera types for color acquisition—analog or
digital RGB cameras, composite color cameras, and Bayer cameras.



RGB Cameras

RGB cameras deliver the three basic color components—red, green, and
blue—on three different wires. This type of camera often uses three
independent CCD sensors to acquire the three color signals. RGB
cameras are used for very accurate color acquisition.



Composite Color Cameras

Composite color cameras transmit the video signal on a single wire. The
signal is composed of two of the following components, which are added
together:

e A monochrome video signal that contains the gray level information
from the image and the composite synchronization signals. This
signal is the same as a standard monochrome video signal, such
as RS-170 or CCIR-601.

¢ A modulated signal that contains the color information from the
image. The format of this signal depends on your camera. The
three main analog color standards are as follows:

- M-NTSC (also called NTSC) is used mainly in the U.S. and
Japan.

- B/G-PAL (also called PAL) is used mainly in Europe, India,
and Australia.

- SECAM, which is used mainly in France and the former

Soviet Republics, is used only for broadcasting, so SECAM
countries often use PAL as the local color image format.



Bayer Cameras

Bayer encoding is a method to produce color images with a single
imaging sensor, as opposed to three individual sensors for the red,
green, and blue components of light. This technology greatly reduces the
cost of cameras.

The Bayer color filter array (CFA) is a primary color mosaic pattern of
50% green, 25% red, and 25% blue pixels. Green pixels comprise half of
the total pixels because the human eye gets most of its sharpness
information from green light.

Light travels through the camera lens onto an image sensor that provides
one value for each sensor cell. The sensor is an array of tiny, light-
sensitive diodes called photosites, which converts light into electrical
charges. The sensor is covered by the Bayer CFA so that only one color
value reaches any given pixel. The raw output is a mosaic of red, green,
and blue pixels of different intensities.

When the image is captured, the accumulated charge for each cell is
read and analog values are converted to digital pixel values using an
analog-to-digital (A/D) converter.

Interpolation, sometimes referred to as demosaicing, fills in the missing
colors. A decoding algorithm determines a value for the RGB
components for each pixel in the array by averaging the color values of
selected neighboring pixels and producing an estimate of color and
intensity. This algorithm can be applied for the camera, the image
acquisition device, or in the software. This algorithm is included in NI-
IMAQ and NI-IMAQ for IEEE 1394 Cameras.

After the interpolation process is complete, the white balancing process
further enhances the image by adjusting the red and blue signals to
match the green signal in white areas of the image.



Quadrature Encoders

This section contains an overview of quadrature encoders and
information about the scaled encoder signal used with NI-IMAQ.

Quadrature Encoder Overview

Scaled Encoder Signal




Quadrature Encoder Overview

A quadrature encoder uses two output channels, Phase A and Phase B,
to track the position of a rotary shaft. Generally, this shaft is coupled to a
motor drive that controls the movement of an object of interest. By
monitoring the encoder Phase A and Phase B signals, you can obtain a
precise measurement of the object's position.

To generate Phase A and Phase B signals, the quadrature encoder uses
two code tracks with sectors positioned 90 degrees out of phase. The

phase difference indicates the position and direction of rotation. If Phase
A leads Phase B, the shaft is rotating in a clockwise direction. If Phase B
leads Phase A, the shatft is rotating in a counter-clockwise direction. The
following figure illustrates the Phase A signal leading the Phase B signal.
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Compatible NI image acquisition devices include hardware that can be
used to track both the position and direction of rotation of the Phase A
and Phase B signals. For example, this information can be used in
conjunction with a line scan camera to acquire lines synchronous to the
movement of a conveyor belt. This gives you the ability to specify your
line rate in terms of positional units (such as inches or centimeters) rather
than time.




Scaled Encoder Signal

The scaled encoder signal is an edge-sensitive signal that is used to
track cumulative forward progression of the quadrature encoder Phase A
and Phase B signals. The scaled encoder signal is derived by applying a
divide factor to the raw positional signal that is encoded between Phase
A and Phase B.

All NI image acquisition devices expect the raw positional signal to be
encoded with x4 encoding. The scaled encoder signal can be used as a
line trigger, as a timebase for pulse generation, and it can be driven out
on a trigger line for external usage. The following figure illustrates the
scaled encoder signal that is produced when using a divide factor of six.
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NI image acquisition devices that support multiple ports have a unique
scaler per port. The unique scaler allows you to simultaneously acquire
from multiple line scan cameras using different line rates that are all
synchronous to the same quadrature encoder. Some NI image
acquisition devices also support querying the absolute position counter
value. Refer to the image acquisition device documentation to determine
if the device supports querying the absolute position counter.

Refer to the Quadrature Encoder Overview for more information about
guadrature encoders.




Programming with NI-IMAQ

Using NI-IMAQ you can program your image acquisition device to
acquire, display, and save images. You can use NI-IMAQ with other
National Instruments software for a complete image acquisition and
analysis solution. NI-IMAQ works with LabVIEW, LabWindows/CVI, and
other common programming languages. National Instruments Vision
software adds powerful image processing and analysis to these
programming environments. You also can use Vision Assistant to quickly
and easily prototype your image analysis applications.

The following sections describe how to use NI-IMAQ to program your
image acquisition device.

Building Applications with NI-IMAQ
Programming with NI-IMAQ Functions
Programming with NI-IMAQ VIs
Programming with ActiveX Controls

Variable Height Acquisition
NI-IMAQ and the LabVIEW Real-Time Module




Building Applications with NI-IMAQ

The following sections describe important fundamentals for developing
applications using NI-IMAQ.

Architecture
NI-IMAQ libraries
Sample Programs




Architecture

The following block diagram of the NI-IMAQ architecture illustrates the
low- and mid-level architecture for NI image acquisition devices.
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The architecture uses a hardware abstraction layer, which separates
software API capabilities, such as general acquisition and control
functions, from hardware-specific information. This layer lets you use new
image acquisition hardware without having to recompile your
applications.



NI-IMAQ Libraries

The NI-IMAQ function libraries are dynamic link libraries (DLLSs), which
means that NI-IMAQ routines are not linked into the executable files of
applications. Only the information about the NI-IMAQ routines in the NI-
IMAQ import libraries is stored in the executable files.

Import libraries contain information about their DLL-exported functions,
indicating the presence and location of the DLL routines. Depending on
the development tools you use, you may give the DLL routines
information through import libraries or function declarations. Your NI-
IMAQ software kit contains function prototypes for all routines.



Sample Programs

Refer to the readme.rtf file located in your target installation directory for
the latest details on NI-IMAQ sample programs. These programs are
installed in the Sample su